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Abstract
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1 Introduction

We are interested in the spectral asymptotics (as ε → 0) of the linear elliptic eigenvalue
problem 
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where Ω is a bounded open set in RN
x (the numerical space of variables x = (x1, ...,xN), with

integer N ≥ 2) with Lipschitz boundary ∂Ω, ai j ∈ C (Ω;L∞(RN
y ×RN

z )) with the symmetry
condition a ji = ai j and the ellipticity condition: there exists α > 0 such that for any x ∈ Ω

Re
N

∑
i, j=1

ai j(x,y,z)ξ jξi ≥ α|ξ|2 (1.2)

for all ξ ∈ CN and for almost all (y,z) ∈ RN
y ×RN

z , where |ξ|2 = |ξ1|2 + · · ·+ |ξN |2.
The set Ωε (ε > 0) is a domain perforated on two scales defined as follows. Let Sy

(resp. Sz) be an infinite subset of ZN and let Ty (resp. Tz) be a closed subset of the unit cube
Y = (−1

2 , 1
2)N (resp. Z = (−1

2 , 1
2)N) in RN

y (resp. RN
z ). For ε > 0, we define

tε
y = {k ∈ Sy : ε(k +Ty)⊂ Ω}, tε

z = {k ∈ Sz : ε
2(k +Tz)⊂ Ω},

T ε
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[
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and
Ω

ε = Ω\T ε.

In this setup, Ty,Tz are the reference holes whereas ε(k + Ty) and ε2(k + Tz) are holes
of size ε and ε2 respectively and T ε is the collection of the holes (obstacles, inclusions) of
the perforated domain Ωε. Each of the families T ε

y , T ε
z is made up with a finite number of

holes and can be empty (for fixed ε) since Ω is bounded. Finally, ν = (νi) denotes the outer
unit normal vector to ∂T ε with respect to Ωε. Except where otherwise stated, the letter E
denotes throughout this paper a sequence of strictly positive real numbers (ε > 0) verifying
the following: zero is an accumulation point of E and for any ε ∈ E, Ωε is such that the tiny
holes T ε

z do not intersect the boundary of the big holes ∂T ε
y . This assumption is for example

satisfied if we pick ε > 0 such that the domain Y is exactly covered by a finite number of
cells εZ and suppose that Ty is approximately covered by a finite number of cells εZ (this
is a restriction on the geometry of Ty), and then consider the family E = { ε

2n }n∈N. This
assumption is crucial for the construction of an appropriate extension operator (Proposition
3.1).
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The spectral asymptotic problem under consideration is a reiterated homogenization
problem in a domain perforated on two scales. But as opposed to what is usually done, we
do not make any periodicity assumption on the behavior of the coefficients ai j nor any dou-
ble periodicity assumption on the inclusions. Our problem is therefore beyond the scope
of periodic homogenization but still nonstochastic. Reiterated homogenization, porous me-
dia and asymptotic spectral problems have been extensively studied and it is beyond the
scope of this article to provide extensive references on any of these topics. In the following
paragraphs we direct the reader to some relevant papers in these topics.

Problem devoted to reiterated homogenization were first consider by Bruggeman[13] in
the 30’s. In 1978 Bensoussan, Lions and Papanicolaou[9] proved a result for linear opera-
tors which has been known later as the iterated homogenization theorem. That theorem was
generalized by Allaire and Briane[2] by means of multiscale convergence method (which
is a generalization of the two-scale convergence method introduced by Nguetseng[35] and
further developed by Allaire[1]). The corresponding Gamma-convergence result was ob-
tained by Braides and Lukkassen[12]. we refer to [4, 8, 23, 29, 32, 33, 34, 40, 45, 46, 51]
for some recent developments in this theory.

Perforated media are nowadays widely used in various domains and have lot of ap-
plications in petroleum engineering and fluids dynamic in particular. Homogenization of
partial differential equations in perforated domains has been attracting the attention of an
increasing number of researchers since the pioneering work of Cioranescu and Saint Jean
Paulin[19]. For a detailed bibliography we refer to [2, 21, 24, 28, 34, 49, 50] and the ref-
erences therein. For one decade the inclusions were on one scale and were periodically
distributed in all the works dealing with non stochastic homogenization in porous media.
Later on, T. Levy[28] consider a kind of structure with a double periodicity (periodic perfo-
ration on two scales) to study the Stokes problem in a porous fissured rock. In that direction
we also mention the works [14, 20, 21]. This type of structure was generalized to multiscale
perforation by Allaire and Briane[2] but still the holes were periodically distributed on each
scale.

Recently, Nguetseng[38] released homogenization in perforated domains from the clas-
sical periodic perforation hypothesis by considering a more general situation where the
periodic perforation is replaced by an abstract hypothesis covering a great set of con-
crete behaviors such as the equiperforation (usually refereed to as periodic perforation),
the periodic perforation, the almost periodic perforation and others. But so far, in all the
works[38, 49, 50] in perforated domains à la Nguetseng, the inclusions are always in one
scale. On the one hand, we generalize the concept of multiscale periodic perforation and
on the other hand, Nguetseng’s deterministic perforation is upgraded by considering a two-
scale deterministic perforation. For example the tiny holes, T ε

z , could be concentrated in a
neighborhood of a point whereas the big ones, T ε

y , are almost periodically distributed. We
believe this is a true advance in the study of perforated domains.

The spectral asymptotics of eigenvalue is a very important problem and has been widely
explored (see e.g, [3, 5, 7, 24, 25, 26, 27, 41, 47, 48] and the references therein). Ho-
mogenization of eigenvalue problems in a fixed domains goes back to Kesavan [25, 26].
In a perforated domains it was first studied by Vanninathan[48] where he considered the
dirichlet, Neumann and Stekloof eigenvalue problems for the Laplace operator (ai j = δi j

(Kronecker symbol)) and combined asymptotic expansion with Tartar’s energy method to
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prove an homogenization result for the said problems. We also mention the works [24, 27]
on eigenvalue problems in perforated domains. We replace here the Laplace operator by
an elliptic linear differential operator of order two in divergence form with variable coef-
ficients depending on the macroscopic variable and two microscopic variables. On each
microscopic scale, the behavior of the coefficients may not only be periodic but also almost
periodic and many other including the weakly almost periodic one. It is worth noticing that
the homogenization process carried out in [48] is quite fastidious to adapt to the rather easy
case when the coefficients ai j are periodic on each microscale and the domaine is double
periodically perforated. We only deal with the Neumann eigenvalue problem in this paper.
We obtain a very accurate, precise and concise homogenization result (Theorem 3.10).

Unless otherwise specified, vector spaces throughout are considered over the complex
field, C, and scalar functions are assumed to take complex values. Let us recall some ba-
sic notation. If X and F denote a locally compact space and a Banach space, respectively,
then we write C (X ;F) for the continuous mappings from X into F , and B(X ;F) for those
mappings in C (X ;F) that are bounded. We shall assume B(X ;F) to be equipped with the
supremum norm ‖u‖∞ = supx∈X ‖u(x)‖F . For shortness we will write C (X) for C (X ;C)
and B(X) for B(X ;C). Likewise in the case when F = C, the usual spaces Lp(X ,F)
and Lp

loc(X ,F) (X provided with a positive Radon measure) will be denoted by Lp(X) and
Lp

loc(X), respectively. Finally, the numerical space RN and its open sets are provided with
Lebesgue measure denoted by dx = dx1...dxN and sometimes by | · |.

The rest of the paper is organized as follows. In Section 2 we recall some facts about
reiterated Sigma convergence. Section 3 deals with the homogenization of the abstract
problem for (1.1) and some concrete problems are worked out in Section 4 by way of
illustration.

2 Reiterated Σ-convergence

The Σ-convergence method is a combination of the generalized Besicovitch spaces[15,
16] (that are built on algebras with mean value[37, 52]) with the multiscale convergence
method[2] (which is a generalization of the two-scale convergence method introduced by
Nguetseng[35] and further developed by Allaire[1]). We start this section with fundamen-
tals of algebras with mean value then we recall some facts about the generalized Besicovitch
spaces and the reiterated Σ-convergence method. We give some examples of algebras with
mean value eventually.

2.1 Fundamentals of algebras with mean value

The concept of algebra with mean value (algebra wmv) was introduced by Zhikov and
Krivenko [52] and further developed by Nguetseng[37] to extend to more general classes of
oscillatory functions (such as almost periodic functions and others) the theory of periodic
homogenization.

Let m be a positive integer. Let H = (Hε)ε>0 be either of the following actions of
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R∗
+(the multiplicative group of positive real numbers) on Rm, defined as follows:

Hε(x) =
x
ε

(x ∈ Rm) (2.1)

Hε(x) =
x
ε2 (x ∈ Rm). (2.2)

Given ε > 0, let
uε(x) = u(Hε(x)) (x ∈ Rm) (2.3)

for u∈ L1
loc(Rm

y ) (as usual, Rm
y denotes the numerical space Rm of variables y = (y1, ...,ym)),

uε lies in L1
loc(Rm

x ). More generally, if u lies in Lp
loc(R

m) (resp. Lp(Rm)), 1 ≤ p < +∞, then
so does uε.

A function u ∈ B(Rm
y ) (space of bounded uniformly continuous complex functions on

Rm
y ) is said to have a mean value for H if a complex number M(u) exists such that uε →

M(u) in L∞(Rm
x )-weak ∗ as ε → 0. The complex number M(u) is called the mean value

of u for H . There is no difficulty in verifying that this define a positive linear form (on
the space of u ∈ B(Rm

y ) with mean value), invariant by translation, attaining the value 1 on
the constant function 1 and verifying the inequality |M(u)| ≤ ‖u‖

∞
for all such u’s. The

mapping M is called the mean value on Rm for H . Moreover we have

M(u) = lim
R→+∞

1
|BR|

Z
BR

u(y)dy (2.4)

where BR stands for the open ball in Rm with radius R, and |BR| denotes its Lebesgue
measure. Indeed let R be a positive real number. Set either ε = 1/R if Hε(x) = x/ε or
ε = 1/R1/2 if Hε(x) = x/ε2. Then, as R→+∞, ε→ 0. We assume without lost of generality
that Hε(x) = x/ε so that ε = 1/R. With this, since uε → M(u) in L∞(Rm)-weak ∗, we haveR

u1/RχB1dx → M(u) |B1| as R → +∞, where B1 denotes the unit open ball in Rm and χB1

the characteristic function of B1. But
R

u1/RχB1dx =
R

B1
u(Rx)dx, and a change of variable

y = Rx gives

1
|B1|

Z
B1

u(Rx)dx =
1

Rm |B1|

Z
BR

u(y)dy =
1
|BR|

Z
BR

u(y)dy,

hence our claim is justified. Moreover, expression (2.4) holds for u ∈ L1
loc(Rm) whenever

the limit therein makes sense.

Definition 2.1. By an algebra with mean value (algebra wmv) on Rm for H is meant any
Banach subalgebra of B(Rm) which contains the constants, is translation invariant (i.e., for
every u ∈ A and every a ∈ Rm, τa(u) ≡ u(·− a) ∈ A) and whose elements possess a mean
value for H .

Let A be an algebra wmv on Rm for H . Clearly A (with the sup norm topology) is
a commutative C ∗-algebra with identity (the involution is here the usual one of complex
conjugation). We denote by ∆(A) the spectrum of A and by G the Gelfand transformation
on A. We recall that ∆(A) (a subset of the topological dual A′ of A) is the set of all nonzero
multiplicative linear forms on A, and G is the mapping of A into C (∆(A)) (the complex
continuous functions on ∆(A)) such that G(u)(s) = 〈s,u〉 (s ∈ ∆(A)), where 〈 , 〉 denotes
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the duality pairing between A′ and A. The topology on ∆(A) is the relative weak ∗ topology
on A′. We recap in the following theorem the most important result about algebras wmv
(see [37] for details).

Theorem 2.2. Let A be an algebra wmv on Rm. Then

(i) The spectrum ∆(A) is a compact space and the Gelfand transformation G is an iso-
metric isomorphism of the C ∗-algebra A onto the C ∗-algebra C (∆(A)).

(ii) The mean value M considered as defined on A is representable by some Radon prob-
ability measure β (called the M-measure for A) as follows:

M(u) =
Z

∆(A)
G(u)dβ for any u ∈ A.

The notion of the spectrum of an algebra wmv seems to be too abstract at a first glance
but it is not. In the case when A is the periodic algebra wmv Cper(Y ) of Y -periodic contin-
uous functions on Rm

y (Y = (−1
2 , 1

2)m), ∆(A) can be identified with the m-dimensional torus
Tm = Rm/Zm. Let R be any subgroup of Rm and let APR (Rm

y ) denote the algebra of func-
tions on Rm

y that can be uniformly approximated by finite linear combinations of functions
in the set {γk : k ∈R } where γk is defined by γk(y) = exp(2iπk ·y) (y∈Rm). It is known that
APR (Rm

y ) is an algebra wmv [42, 51] and its spectrum ∆(APR (Rm
y )) is a compact topologi-

cal group homeomorphic to the dual group R̂ of R consisting of the characters γk (k ∈ R )
of Rm.

Next, the partial derivative of index i (1 ≤ i ≤ m) on ∆(A) is defined to be the mapping
∂i = G ◦Dyi ◦G−1 (usual composition) of D1(∆(A)) = {ϕ ∈ C (∆(A)) : G−1(ϕ) ∈ A1} into
C (∆(A)), where A1 = {ψ ∈ C 1(Rm) : ψ,Dyiψ ∈ A (1 ≤ i ≤ m)}. Higher order derivatives
are defined analogously. At the present time, let A∞ be the space of ψ ∈ C ∞(Rm

y ) such that

Dα
y ψ = ∂|α|ψ

∂yα1
1 ···∂yαm

m
∈ A for every α = (α1, ...,αm) ∈ Nm, and let D(∆(A)) = {ϕ ∈ C (∆(A)) :

G−1(ϕ) ∈ A∞}. Endowed with a suitable locally convex topology (see [37]), A∞ (resp.
D(∆(A))) is a Fréchet space and further, G viewed as defined on A∞ is a topological iso-
morphism of A∞ onto D(∆(A)).

Aiming at defining Sobolev spaces on ∆(A), a distribution on ∆(A) is defined as ex-
pected to be a continuous linear form on D(∆(A)). The space of all distributions on ∆(A) is
the dual, D ′(∆(A)), of D(∆(A)). We endow D ′(∆(A)) with the strong dual topology. The
following result whose proof can be found in [50] allows us to view Lp(∆(A)) (1 ≤ p ≤ ∞)
as a subspace of D ′(∆(A)), and helps to define Sobolev type spaces on the spectrum of an
algebra wmv.

Proposition 2.3. Let A be an algebra wmv on Rm. Then the space A∞ is dense in A.

The above result amounts to D(∆(A)) (= G(A∞)) is dense in C (∆(A)) (= G(A)) so
that Lp(∆(A)) is continuously embedded in D ′(∆(A)) since C (∆(A)) is dense in Lp(∆(A)).
Hence we define the Sobolev space

W 1,p(∆(A)) = {u ∈ Lp(∆(A)) : ∂iu ∈ Lp(∆(A)) (1 ≤ i ≤ m)}
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where the derivative ∂iu is taken in the distribution sense on ∆(A) (exactly as the Schwartz
derivative is taken in the classical case). We equip W 1,p(∆(A)) with the norm

||u||W 1,p(∆(A)) = ||u||Lp(∆(A)) +
m

∑
i=1

||∂iu||Lp(∆(A))
(
u ∈W 1,p(∆(A))

)
,

which makes it a Banach space. However, in practice it proves necessary to consider the
space

W 1,p(∆(A))/C =
{

u ∈W 1,p(∆(A)) :
Z

∆(A)
u(s)dβ(s) = 0

}
instead of W 1,p(∆(A)). This is clearly a closed vector subspace of W 1,p(∆(A)). Provided
with the seminorm

||u||W 1,p(∆(A))/C =
m

∑
i=1

||∂iu||Lp(∆(A))
(
u ∈W 1,p(∆(A))/C

)
,

W 1,p(∆(A))/C is in general nonseparate and noncomplete. We denote by W 1,p
# (∆(A)) the

separated completion of W 1,p(∆(A))/C and by J the canonical mapping of W 1,p(∆(A))/C
into its separated completion. W 1,p

# (∆(A)) is a Banach space and W 1,2
# (∆(A)) is a Hilbert

space. Furthermore, as pointed out in [37], the distribution derivative ∂i viewed as a map-
ping of W 1,p(∆(A))/C into Lp(∆(A)) extends to an unique continuous linear mapping, still
denoted by ∂i, of W 1,p

# (∆(A)) into Lp(∆(A)) such that ∂iJ(v) = ∂iv for v ∈W 1,p(∆(A))/C
and

||u||W 1,p
# (∆(A)) =

m

∑
i=1

||∂iu||Lp(∆(A)) for u ∈W 1,p
# (∆(A)).

However, the notion of product of algebras wmv (see e.g., [50]) will be of great im-
portance since the homogenization problems consider here fall within the framework of
reiterated homogenization. We first define the product action of the preceding actions (2.1)
and (2.2), by

H ∗ = (Hε)ε>0 (2.5)

H∗
ε (x,x′) =

(
x
ε
,

x′

ε2

)
((x,x′) ∈ Rm×Rm). (2.6)

In the sequel, action (2.2) will be denoted by H ′ = (H ′
ε)ε>0, that is, H ′

ε(x) = x/ε2 (x ∈
Rm).

This being so, if Ay (resp. Az) is an algebra wmv on Rm
y (resp. Rm

z ) for H (resp. H ′),
we define the product algebra wmv of Ay and Az to be the closure in B(Rm

y ×Rm
z ) of the

tensor product Ay ⊗Az = {∑finite ui ⊗ vi : ui ∈ Ay,vi ∈ Az}. This clearly defines an algebra
wmv on Rm×Rm for H ∗ denoted by Ay�Az.

The following result whose proof can be found in [40] enhances the comprehension of
the notion of product of algebras wmv. We have

Theorem 2.4. Let A = Ay�Az where Ay and Az are as above. For f ∈ B(Rm+m
y,z ), we define

fy ∈ B(Rm
z ) and f z ∈ B(Rm

y ) by

fy(z) = f z(y) = f (y,z) for (y,z) ∈ Rm
y ×Rm

z



68 H. Douanla and N. Svanstedt

and put
A f = { fy : y ∈ RN}, B f = { f z : z ∈ Rm}.

Then A f ⊂ Az and B f ⊂ Ay for every f ∈ A. Also for f ∈ A both A f and B f are relatively
compact in Az and in Ay respectively (in the sup norm topology).

Corollary 2.5. Let Ay = AP(Rm
y ) and Az = AP(Rm

z ) be two almost periodic algebras wmv.
Then A ≡ Ay�Az = AP(Rm

y ×Rm
z ).

Proof. The result is a consequence of the following fact: A function f ∈ AP(Rm
y ×Rm

z ) is
in A if and only if either A f or B f is relatively compact (in the sup norm topology).

Corollary 2.6. Let Ay = APRy(Rm
y ) and Az = APRz(Rm

z ) be two almost periodic Algebras
wmv, where Ry and Rz are two subgroups of Rm

y and Rm
z , respectively. Then A ≡ Ay�Az =

APRy×Rz(Rm
y ×Rm

z ).

Proof. Since ∆(Aζ) (ζ = y,z) can be identify with the dual group R̂ζ of Rζ, the result is a

direct consequence of the equality R̂y× R̂z = R̂y×Rz.

Before we can recall some facts about reiterated Σ -convergence, we need a further
notion, that of

2.2 The generalized Besicovitch spaces.

Let A be an algebra wmv on Rm and let 1 ≤ p < ∞. For u ∈ A we have |u|p ∈ A with
G(|u|p) = |G(u)|p so that the limit limR→∞

1
|BR|

R
BR
|u(y)|pdy exists and moreover we have

lim
R→∞

1
|BR|

Z
BR

|u(y)|pdy = M(|u|p) =
Z

∆(A)
|G(u)|pdβ.

By putting ‖u‖p = (M(|u|p))
1
p for u ∈ A, we define a seminorm on A with which A is not

complete. We denote by Bp
A the completion of A with respect to ‖ ·‖p. Bp

A is a Frechet space
and moreover [10], Bp

A is a complete subspace of Lp
loc(R

m). It is straightforward from the
theory of completion that A is dense in Bp

A and if F is a Banach space, any continuous linear
mapping l from A to F extends by continuity to a unique continuous linear mapping L of
Bp

A into F .
Owing to the fact that Bq

A ⊂ Bp
A for 1 ≤ p ≤ q < ∞, We define B∞

A as follow:

B∞
A =

{
f ∈

\
1≤p<∞

Bp
A : sup

1≤p<∞

‖ f‖p < ∞

}
.

We endow B∞
A with the seminorm [ f ] = sup1≤p<∞ ‖ f‖p which makes it a Frechet space. The

following properties are worth recalling(see e.g. [37, 43, 51]).

1. The Gelfand transformation G : A→ C (∆(A)) extends by continuity to a unique con-
tinuous linear mapping still denoted by G , of Bp

A into Lp(∆(A)). Furthermore, if
u ∈ Bp

A∩L∞(Rm) then G(u) ∈ L∞(∆(A)) and

‖G(u)‖L∞(∆(A)) ≤ ‖u‖L∞(Rm).
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2. The mean value view as defined on A, extends by continuity to a positive continuous
linear form (still denoted by M) on Bp

A satisfying

M(u) =
Z

∆(A)
G(u)dβ (u ∈ Bp

A).

Furthermore, for each u∈Bp
A and all a∈Rm, M(τau) = M(u) where τau(y) = u(y−a)

for almost all y ∈ Rm.

3. Let 1 ≤ p,q,r < ∞ be such that 1
p + 1

q = 1
r ≤ 1. The usual multiplication A×A →

A;(u,v) 7→ uv, extends by continuity to a bilinear form Bp
A×Bq

A → Br
A with

‖uv‖r ≤ ‖u‖p‖v‖q for (u,v) ∈ Bp
A×Bq

A.

As a direct consequence of Proposition 2.3 one has the following

Proposition 2.7. If A is an algebra wmv on Rm then the space A∞ is dense in Bp
A.

If u ∈ Bp
A then |u|p ∈ B1

A so that by the above properties, one has

M(|u|p) =
Z

∆(A)
|G(u)|pdβ = ‖G(u)‖p

Lp(∆(A)),

which implies that ‖u‖p = 0 if and only if G(u) = 0. But the mapping G defined on Bp
A is

not injective in general. Put N = kerG (the kernel of G) and let

B p
A = Bp

A/N .

Endowed with the norm

‖u+N ‖B p
A

= ‖u‖p (u ∈ Bp
A),

B p
A is a Banach space and the mapping G : Bp

A → Lp(∆(A)) induces[51, Theorem 3.5] an
isometric isomorphism G1 of B p

A onto Lp(∆(A)). We may then define the mean value of
u+N (for u ∈ Bp

A) as follow

M1(u+N ) = M(u)
(

= lim
R→+∞

1
|BR|

Z
BR

u(y)dy
)

.

The main properties of the spaces B p
A are recaped in the following (see e.g, [15, 43, 51])

Proposition 2.8. The following hold true:

(i) The spaces B p
A are reflexive for 1 < p < ∞;

(ii) The topological dual of B p
A (1 ≤ p < ∞) is B p′

A (p′ = p/(p−1)), the duality pairing
being given by〈

u+N ,v+N
〉

B p′
A ,B p

A
= M(uv) =

Z
∆(A)

G1(u+N )G1(v+N )dβ

for u ∈ B p′
A and v ∈ B p

A ;
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(iii) The space B p
A (1 ≤ p < ∞) is the separated completion of Bp

A and the canonical
mapping of Bp

A into B p
A is just the canonical surjection of Bp

A onto B p
A .

We now discuss ergodic algebras wmv.

Definition 2.9. An algebra wmv A on Rm is termed ergodic if for every u ∈ B1
A such that

‖u−u(·+a)‖1 = 0 for all a ∈ Rm, we have ‖u−M(u)‖1 = 0.

The following characterization of ergodicity is due to Casado and Gayte [15].

Proposition 2.10. An algebra wmv on Rm is ergodic if and only if

lim
R→+∞

∥∥∥∥ 1
|BR|

Z
BR

u(·+ y)dy−M(u)
∥∥∥∥

p
= 0 for all u ∈ Bp

A, 1 ≤ p < ∞. (2.7)

Meanwhile in practice the following lemma whose proof can be found in [40, 42] proves
useful.

Lemma 2.11. Let A be an algebra wmv on Rm with the following property:

lim
R→+∞

1
|BR|

Z
BR

u(x+ y)dx = M(u) uniformly with respect to y. (2.8)

Then A is ergodic.

For the sake of simplicity we denote in the sequel by the same letter u (if no confusion
is possible) an element of Bp

A and its equivalence class u+N . The symbol ρ will stand for
the canonical mapping of Bp

A onto B p
A . Our goal here is to define the Besicovitch analogue

of the space H1
# (Y ) of the periodic setting. Let u ∈ Lp(∆(A)), and let 1 ≤ i ≤ m. We know

that ∂iu ∈ D ′(∆(A)) exists and is defined by

〈∂iu,ϕ〉=−〈u,∂iϕ〉 for any ϕ ∈ D(∆(A)).

If we assume further that ∂iu ∈ Lp(∆(A)), then there exists a unique ui ∈ B p
A such that

∂iu = G1(ui). We are led to the following

Definition 2.12. By a formal derivative of index 1 ≤ i ≤ m, of a function u ∈ B p
A is meant

the unique element ∂u/∂yi of B p
A (if there exists) such that

G1

(
∂u/∂yi

)
= ∂iG1(u). (2.9)

Before we proceed, let us clarify the just defined derivative. For u ∈ B1,p
A (that is the

space of u ∈ Bp
A such that Dyu ∈ (Bp

A)m) we have

G1

(
ρ

(
∂u
∂yi

))
= G

(
∂u
∂yi

)
= ∂iG (u) = ∂iG1 (ρ(u)) = (by definition)G1

(
∂

∂yi
(ρ(u))

)
,

hence

ρ◦ ∂

∂yi
=

∂

∂yi
◦ρ on B1,p

A . (2.10)
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Now, for 1 ≤ p < ∞ set B1,p
A =

{
u ∈ B p

A : ∂u
∂yi
∈ B p

A , for 1 ≤ i ≤ m
}

and endow it with the
norm

‖u‖B1,p
A

=

‖u‖p
p +

m

∑
i=1

∥∥∥∥∥ ∂u
∂yi

∥∥∥∥∥
p

p

1/p

(u ∈ B1,p
A )

which makes it a Banach space with the interesting property that the restriction of G1 to B1,p
A

is an isometric isomorphism of B1,p
A onto W 1,p(∆(A)). However in practice the subspace

B1,p
A /C of B1,p

A consisting of functions u ∈ B1,p
A with M1(u)≡ M(u) = 0 is more adequate.

Equipped with the seminorm

‖u‖B1,p
A /C =

∥∥Dyu
∥∥

p :=

 m

∑
i=1

∥∥∥∥∥ ∂u
∂yi

∥∥∥∥∥
p

p

1/p

(u ∈ B1,p
A /C)

where Dy = (∂/∂yi)1≤i≤m, B1,p
A /C is a locally convex topological space which is in general

nonseparate and noncomplete. We denote by B1,p
#A the separated completion of B1,p

A /C with
respect to ‖·‖B1,p

A /C, and by J1 the canonical mapping of B1,p
A /C into B1,p

#A . By the theory of

completion of the uniform spaces [6, Chapitre II] the mapping ∂/∂yi : B1,p
A /C→B p

A extends
by continuity to a unique continuous linear mapping still denoted by ∂/∂yi : B1,p

#A →B p
A and

satisfying
∂

∂yi
◦ J1 =

∂

∂yi
and ‖u‖B1,p

#A
=
∥∥Dyu

∥∥
p (u ∈ B1,p

#A ) (2.11)

where Dy = (∂/∂yi)1≤i≤m. Since G1 is an isometric isomorphism of B1,p
A onto W 1,p(∆(A))

we have by (2.9) that the restriction of G1 to B1,p
A /C sends isometrically and isomorphically

B1,p
A /C onto W 1,p(∆(A))/C. So by [6] there exists a unique isometric isomorphism G1 :

B1,p
#A →W 1,p

# (∆(A)) such that
G1 ◦ J1 = J ◦G1 (2.12)

and

∂i ◦G1 = G1 ◦
∂

∂yi
(1 ≤ i ≤ m). (2.13)

We recall that J is the canonical mapping of W 1,p(∆(A))/C into its separated comple-
tion W 1,p

# (∆(A)) while J1 is the canonical mapping of B1,p
A /C into B1,p

#A . Furthermore,
as J1(B1,p

A /C) is dense in B1,p
#A (this is classical), it follows that (J1 ◦ρ)(A∞/C) is dense in

B1,p
#A , where A∞/C = {u ∈ A∞ : M(u) = 0}, since A∞ is dense in A. We are now in a position

to introduce

2.3 The RΣ-convergence

Throughout this subsection Ω is an open subset of RN (integer N ≥ 1) and A = Ay �Az is
an algebra wmv on RN

y ×RN
z for the product action H defined by (2.3), Ay and Az being

algebras wmv on RN
y and RN

z , respectively. We use the same letter G to denote the Gelfand
transformation on Ay, Az and A, as well when there is no danger of confusion, but keep in
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mind that G = Gy⊗Gz (see [37, Corollary 3.1]). Points in ∆(Ay) (resp. ∆(Az)) are denoted
by s (resp. r). We still denote by M the mean value on RN for H and for H ′, and on R2N

for H ∗ as well. The compact space ∆(Ay) (resp. ∆(Az)) is equipped with the M-measure βy

(resp. βz) for Ay (resp. Az). It is fundamental to recall that we have ∆(A) = ∆(Ay)×∆(Az)
and further the M-measure for A, with which ∆(A) is equipped, is precisely the product
measure β = βy⊗βz (see [37, Corollary 3.2]). We may now introduce the concept of RΣ-
convergence which is a generalization of that of multiscale convergence [2].

Definition 2.13. A sequence (uε)ε>0 ⊂ Lp(Ω) (1 ≤ p < ∞) is said to :
(i) weakly RΣ-converge in Lp(Ω) to some u0 ∈ Lp(Ω;B p

A) if as ε → 0, we haveZ
Ω

uε(x) f
(

x,
x
ε
,

x
ε2

)
dx →

ZZ
Ω×∆(A)

û0(x,s,r) f̂ (x,s,r)dxdβ (2.14)

for every f ∈ Lp′(Ω;A) (1/p′ = 1−1/p);
(ii) strongly RΣ-converge in Lp(Ω) to some u0 ∈ Lp(Ω;B p

A) if the following condition is
fulfilled:

Given η > 0 and f ∈ Lp(Ω,A) with ‖û0− f̂‖Lp(∆(A)) ≤ η

2 , there is some α > 0
such that ‖uε− f ε‖LP(Ω) ≤ η provided ε ≤ α;

where û0 = G1 ◦u0 and f̂ = G1 ◦ (ρ◦ f ) = G ◦ f .

Notation. We express this by writing uε → u0 in Lp(Ω)-weak RΣ in case (i) and uε → u0
in Lp(Ω)-strong RΣ in case (ii), where the letter ”R” stands for reiteratively.

Remark 2.14. Due to the equality G1(B p
A) = Lp(∆(A)) one immediately sees that the right-

hand side of (2.14) is equal to Z
Ω

M(u0(x, ·, ·) f (x, ·, ·))dx,

and as usual uε → u0 in Lp(Ω)-weak RΣ implies uε → M(u0(x, ·, ·)) in Lp(Ω)-weak. The
uniqueness of the limit u0 is ensured since the above definition is exactly the one given by
Nguetseng[37], up to the previous equality. In particular when A = Cper(Y )�Cper(Z) one
is led at once to the convergence resultZ

Ω

uε(x) f
(

x,
x
ε
,

x
ε2

)
dx →

Z
Ω

Z
Y

Z
Z

u0(x,y,z) f (x,y,z)dzdydx

where u0 ∈ Lp(Ω×Y ×Z), which is the original definition of the multiscale convergence[2].

We now state the most important results of this section, we refer to [16, 40, 42, 43, 51]
for the proofs. In the following three theorems the letter E denotes a fundamental sequence,
that is, any ordinary sequence E = (εn)n∈N with 0 < εn ≤ 1 and εn → 0 as n → ∞.

Theorem 2.15. Any bounded sequence (uε)ε∈E in Lp(Ω) (1 < p < ∞) admits a subsequence
which is weakly RΣ-convergent in Lp(Ω).

For p = 1 we have the following
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Theorem 2.16. Any uniformly integrable sequence (uε)ε∈E in L1(Ω) admits a subsequence
which is weakly RΣ-convergent in L1(Ω).

We recall that a sequence (uε)ε>0 in L1(Ω) is said to be uniformly integrable if (uε)ε>0
is bounded in L1(Ω) and further supε>0

R
X |uε|dx→ 0 as |X | → 0 (X being an integrable set

in Ω with |X | denoting the Lebesgue measure of X).
The last and the most important of these compactness result is the following

Theorem 2.17. Let 1 < p < ∞ and Ω be an open subset in RN . Let A = Ay�Az where Ay

(resp. Az) is an ergodic algebra wmv on RN
y (resp. RN

z ). Finally, let (uε)ε∈E be a bounded
sequence in W 1,p

0 (Ω). There exist a subsequence E ′ from E and a triple u = (u0,u1,u2) ∈
W 1,p

0 (Ω)×Lp(Ω;B1,p
#Ay

)×Lp(Ω;B p
Ay

(RN
y ;B1,p

#Az
)) such that, as E ′ 3 ε → 0 ,

uε → u0 in W 1,p
0 (Ω)-weak (2.15)

and
∂uε

∂x j
→ ∂u0

∂x j
+

∂u1

∂y j
+

∂u2

∂z j
in Lp(Ω)-weak RΣ (1 ≤ j ≤ N). (2.16)

Before giving a few examples of algebras wmv which satisfy hypotheses of Theorems
2.15, 2.16 and 2.17, it is to be noted that although being often used in the periodic setting,
Theorem 2.17 has been rigourously proved for the first time in the general framework of
H-algebra in [33].

2.3.1 The periodic algebra wmv

Let Ay = Cper(Y ) (Y = (−1
2 , 1

2)N) be the algebra of Y -periodic continuous functions on RN
y .

It is classically known that Ay is an ergodic algebra wmv so that Theorems 2.15, 2.16 and
2.17 apply with A = Ay�Az (Ay = Az). Bear in mind that Cper(Y )�Cper(Y ) = Cper(Y ×Y ).

2.3.2 The almost periodic algebra wmv

Let AP(RN) be the algebra of Bohr continuous almost periodic functions RN . We recall
that a function u ∈ B(RN) is in AP(RN) if the set of translates {τau : a ∈ RN} is relatively
compact in B(RN). Equivalently [10], u ∈ AP(RN) if and only if u may be uniformly
approximated by finite linear combinations of functions in the set {γk : k ∈ RN} where
γk(y) = exp(2iπk · y) (y ∈ RN). It is also a classical result that Ay is an ergodic algebra
wmv(see e.g. [52]). Therefore Theorems 2.15, 2.16 and 2.17 apply with Ay = AP(RN

y ) and
Az = AP(RN

z ).
Now, let R be any subgroup of RN . We denote by APR (RN

y ) the space of those functions
in AP(RN

y ) that can be uniformly approximated by finite linear combinations in the set
{γk : k ∈ R }. Then Ay = APR (RN

y ) is an ergodic algebra wmv[43] so that the conclusions
of all the three preceding theorems still hold with APR (RN) in place of AP(RN).
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2.3.3 The algebra wmv of convergence at infinity

Let B∞(RN) denote the space of all continuous functions on RN that converge finitely at
infinity, that is the space of all u ∈ B(RN) such that lim|y|→∞ u(y) ∈ C. One can easily
check as in [22] that the space B∞(RN) is an ergodic algebra wmv. Indeed, by [22] any
u ∈ B∞(RN) is uniformly continuous and in addition, B∞(RN) is translation invariant and
the mean value of a function u is given by M(u) = lim|y|→∞ u(y). Therefore we have the
conclusions of Theorems 2.15, 2.16 and 2.17 with Ay = Az = B∞(RN).

2.3.4 The weakly almost periodic algebra wmv

The concept of weakly almost periodic function is due to Eberlein[22]. A continuous func-
tion u on RN is weakly almost periodic if the set of translates {τau : a ∈ RN} is relatively
weakly compact in C (RN). We denote by WAP(RN

y ) the set of all weakly almost periodic
functions on RN

y which is a vector space over C. Endowed with the norm sup topology,
WAP(RN

y ) is a Banach algebra with the usual multiplication. As examples of Eberlein’s
functions we have the continuous Bohr almost periodic functions, the continuous functions
vanishing at infinity, the positive definite functions (hence Fourier-Stieltjes transforms).
WAP(RN

y ) is a translation invariant C ∗-subalgebra of C (RN
y ) whose elements are uniformly

continuous, bounded and possess a mean value with

M(u) = lim
R→+∞

1
|BR|

Z
BR

u(y+a)dy, (u ∈WAP(RN
y )),

the convergence being uniform in a∈RN . Moreover, every u∈WAP(RN
y ) admits the unique

decomposition u = v + w, v being a Bohr almost periodic function and w a continuous
function of quadratic mean value zero: M(|w|2) = 0. Hence denoting the complete vector
subspace of WAP(RN

y ) consisting of elements of WAP(RN
y ) with quadratic mean value zero,

one has
WAP(RN

y ) = AP(RN
y )⊕W0(RN

y ).

With this in mind, let R be a subgroup of RN and set

WAPR (RN
y ) = APR (RN

y )⊕W0(RN
y ) (2.17)

(bear in mind that WAPR (RN
y ) =WAP(RN

y ) when R = RN). Then WAPR (RN
y ) is an ergodic

algebra wmv[43].
We have the same conclusion as in the preceding examples with Ay = Az =WAPR (RN).

Also, since any algebra wmv of all the preceding examples is a subalgebra of WAP(RN),
the conclusions of Theorems 2.15, 2.16 and 2.17 follow if we take instead of WAPR (RN),
any of the algebras of the above examples. In particular, Theorem 2.17 holds with A =
WAPR (RN

y )�AP(RN
z ).

3 Homogenization of the abstract problem.

We make use of the assumptions and notations introduced earlier in Section 1. Before we
can state and solve our abstract problem, we need a few details.
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3.1 Preliminaries

Let ε ∈ E be arbitrarily fixed and define

Vε = {u ∈ H1(Ωε) : u = 0 on ∂Ω}.

We equip Vε with the H1(Ωε)-norm which makes it a Hilbert space. The following propo-
sition provides us with an appropriate extension operator.

Proposition 3.1. For each ε ∈ E there exists an operator Pε of Vε into H1
0 (Ω) with the

following properties:

• Pε sends continuously and linearly Vε into H1
0 (Ω).

• (Pεv)|Ωε = v for all v ∈Vε.

• ‖D(Pεv)‖L2(Ω)N ≤ c‖Dv‖L2(Ωε)N for all v ∈Vε, where c is a constant independent of ε

and D denotes the usual gradient operator.

Proof. According to [38, Lemma 2.3], there are two operators P′ε of Vε into Wε = {u ∈
H1(Ω\T ε

y ) : u = 0 on ∂Ω} and P′′ε of Wε into H1
0 (Ω) with similar properties to the required

ones. But Pε = P′′ε ◦P′ε works.

It is a well known fact that under the hypotheses mentioned earlier in the introduction,
the spectral problem

Find (λε,uε) ∈ C×Vε such that

−
N

∑
i, j=1

∂

∂xi

(
ai j(x,

x
ε
,

x
ε2 )

∂uε

∂x j

)
= λεuε in Ω

ε

N

∑
i, j=1

ai j(x,
x
ε
,

x
ε2 )

∂uε

∂x j
νi = 0 on ∂T ε

Z
Ωε

|uε|2dx = 1,

(3.1)

where we refer to [8, Lemma 4.3] for the existence of the trace, has an increasing sequence
of eigenvalues {λk

ε}∞
k=1

0 < λ
1
ε ≤ λ

2
ε ≤ λ

3
ε ≤ ·· · ≤ λ

n
ε ,

λ
n
ε →+∞ as n →+∞.

It is to be noted that if the coefficients aε
i j are real-valued, then the first eigenvalue λε

1 is
isolated. Each eigenvalue λk

ε is attached to an eigenvector uk
ε ∈Vε and is of finite multiplicity

for each k . Moreover, {uk
ε}∞

k=1 form an orthonormal basis in L2(Ωε). In the sequel, the
couple (λk

ε,u
k
ε) will be refereed to as eigencouple without further ado.

We finally recall the Courant-Fisher minimax principle which gives a useful (as will be
seen later) characterization of the eigenvalues to problem 3.1. To this end, we introduce the
Rayleigh quotient defined, for each v ∈Vε \{0}, by

Rε(v) =
R

Ωε(AεDv,Dv)dx
‖v‖2

L2(Ωε)

,
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where Aε is the N2-square matrix (aε
i j)1≤i, j≤N and D denotes the usual gradient. Denoting

by Ek (k ≥ 0) the collection of all subspaces of dimension k of Vε, the minimax principle
states as follows: For any k ≥ 1, the k’th eigenvalue to (3.1) is given by

λ
k
ε = min

W∈Ek

(
max

v∈W\{0}
Rε(v)

)
= max

W∈Ek−1

(
min

v∈W⊥\{0}
Rε(v)

)
. (3.2)

In particular, the first eigenvalue satisfies

λ
1
ε = min

v∈Vε\{0}
Rε(v)

and every minimum in (3.2) is an eigenvector associated with λ1
ε .

We introduce the characteristic functions χGy and χGz of

Gy = RN
y \Θy and Gz = RN

z \Θz

with
Θy =

[
k∈Sy

(k +Ty) and Θz =
[

k∈Sz

(k +Tz)

that will be important tools in the statement and the homogenization process of our problem.
It follows from the closeness of Ty (resp. Tz) that Θy (resp. Θz) is closed in RN

y (resp. RN
z )

so that Gy (resp. Gz) is an open subset of RN
y (resp. RN

z ).

3.2 Abstract homogenization problem for (1.1).

Let A = Ay�Az be an algebra wmv on RN
y ×RN

z for H , Ay and Az being two ergodic algebras
wmv. Put G = Gy×Gz. Our main purpose in this section is to investigate for each k ≥ 1 the
asymptotic behavior as E 3 ε → 0 of the eigencouple (λk

ε,u
k
ε) to (1.1) under the following

abstract hypothesis.

χGy ∈ B2
Ay

, χGz ∈ B2
Az

(3.3)

M(χG) > 0, (3.4)

ai j(x, ·, ·) ∈ B2
A for all x ∈ Ω (1 ≤ i, j ≤ N). (3.5)

We first collect the basic tools and preliminary results we need.

Lemma 3.2. Under hypothesis (3.3), there exist a β-mesurable set Ĝ ⊂ ∆(A) such that
χĜ = χ̂G a.e. in ∆(A), where χ̂G = G(χG), and χĜ denotes the characteristic function of Ĝ
in ∆(Az). Moreover Ĝ = Ĝy× Ĝz where Ĝy ⊂ ∆(Ay) and Ĝz ⊂ ∆(Az) are βy-mesurable and
βz-mesurable respectively and verify χ̂Gy = χĜy

and χ̂Gz = χĜz
.

Proof. From (3.3) we have χG = χGy⊗χGz ∈B2
Ay
⊗B2

Az
⊂B2

A. Hence χG ∈B1
A since B2

A ⊂B1
A.

Therefore, following the same line of reasoning as in the proof of [38, Lemma 2.1], we get
on the one hand the first part of the lemma and on the other hand the existence of Ĝy ⊂∆(Ay)
and Ĝz ⊂ ∆(Az) which are βy-mesurable and βz-mesurable, respectively, and verify χ̂Gy =
χĜy

and χ̂Gz = χĜz
. But χĜ = χ̂Gy×Gz = ̂χGy ⊗χGz = χ̂Gy ⊗ χ̂Gz = χĜy

⊗χĜz
= χĜy×Ĝz

.
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Remark 3.3. In view of the preceding Lemma, we have χε
G → ρ(χG) in Lp(Ω)-weak RΣ

as ε → 0 where 1 < p < ∞, χε
G = χG( x

ε
, x

ε2 ) (x ∈ Ω) and where ρ is the canonical mapping
from Bp

A onto B p
A . Furthermore

β(Ĝ) = βy(Ĝy)βz(Ĝz) =
(Z

∆(Ay)
Gy(χGy)dβy

)(Z
∆(Az)

Gz(χGz)dβz

)
=

Z
∆(A)

G(χG)dβ

= M(χG).

Now, let Qε = Ω\(εΘy∪ε2Θz). This is an open set in RN and Ωε \Qε is the intersection
of Ω with the collection of the holes crossing the boundary ∂Ω. We have the following result
which implies, as will be seen later, that the holes crossing the boundary ∂Ω are of no effect
as regard the homogenization process since they are in arbitrary narrow stripe along the
boundary.

Lemma 3.4. [38] Let K ⊂Ω be a compact set independent of ε. There is some ε0 > 0 such
that Ωε \Qε ⊂ Ω\K for any 0 < ε ≤ ε0.

Next, let

F1
0 = H1

0 (Ω)×L2
(

Ω;B1,2
#Ay

)
×L2

(
Ω;B2

Ay

(
RN

y ;B1,2
#Az

))
,

and for u = (u0,u1,u2) ∈ F1
0, put Diu = ∂u0

∂xi
+ ∂si û1 + ∂ri û2 (1 ≤ i ≤ N) and Du = Du0 +

∂sû1 +∂rû2 = (Diu)1≤i≤N where ∂sû1 = (∂si û1)1≤i≤N , ∂rû2 = (∂ri û2)1≤i≤N , ∂si û1 = G1

(
∂u1
∂yi

)
and ∂ri û2 = G1

(
∂u2
∂zi

)
. Endowed with the following norm

‖v‖F1
0
=

[
N

∑
i=1

‖Div‖2
L2(Ω×∆(A))

] 1
2

(v ∈ F1
0),

F1
0 is an Hilbert space admitting F∞

0 = D(Ω)×[D(Ω)⊗(Jy
1 ◦ρy)(A∞

y /C)]×[D(Ω)⊗ρy(A∞
y )⊗

(Jz
1 ◦ρz)(A∞

z /C)] as a dense subspace where, for ζ = y,z, Jζ

1 (resp. ρζ) denotes the canonical
mapping of B2

Aζ
/C (resp. B2

Aζ
) into its separated completion B1,2

#Aζ
(resp. B2

Aζ
).

Now, let B2,∞
A = B2

A
T

L∞(RN
y ×RN

z ) be endowed with the L∞(RN
y ×RN

z )-norm. We know
that for u ∈ B2,∞

A , we have G(u) ∈ L∞(∆(A)) and ‖G(u)‖L∞(∆(A)) ≤ ‖u‖L∞(R2N
y,z ), G being the

extension, of the usual G , mapping B2
A into L2(∆(A)). Thanks to (3.5), we have

ai j ∈ C (Ω,B2,∞
A ) (1 ≤ i, j ≤ N) (3.6)

so that
âi j = G(ai j) ∈ C (Ω,L∞(∆(A))) (3.7)

with
â ji = âi j
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and

Re
N

∑
i, j=1

âi j(x,s,r)ξ jξi ≥ α|ξ|2

(same α as in (2.2)) for all x∈Ω and all ξ = (ξi)∈CN , and for almost all (s,r)∈ ∆(A). The
preceding ellipticity condition follows from (1.2) exactly as in [44, Proposition 5.2]. This
being so, for (u,v) ∈ F1

0×F1
0, let

âΩ(u,v) =
N

∑
i, j=1

ZZ
Ω×Ĝ

âi j(x,s,r)D ju(x,s,r)Div(x,s,r)dxdβ.

This define a hermitian, continuous sesquilinear form on F1
0×F1

0. We will need the follow-
ing

Lemma 3.5. Let (uε)ε∈E ⊂ H1
0 (Ω) and let Φε be defined by

Φε(x) = ψ0(x)+ εψ1(x,
x
ε
)+ ε

2
ψ2(x,

x
ε
,

x
ε2 ) (3.8)

where ψ0 ∈ D(Ω), ψ1 ∈ D(Ω)⊗ (A∞
y /C) and ψ2 ∈ D(Ω)⊗ (A∞

y )⊗ (A∞
z /C). Suppose that,

as E 3 ε → 0, we have

∂uε

∂xi
→ ∂u0

∂xi
+

∂u1

∂yi
+

∂u2

∂zi
in L2(Ω)-weakRΣ (1 ≤ i ≤ N) (3.9)

where u = (u0,u1,u2) ∈ F1
0. Then

aε(uε,Φε)→ aΩ(u,Φ) as E 3 ε → 0,

where

aε(uε,Φε) =
N

∑
i, j=1

Z
Ωε

aε
i j

∂uε

∂x j

∂Φε

∂xi
dx.

Proof. For E 3 ε > 0, Φε ∈ D(Ω) and all the functions Φε (ε ∈ E) have their supports
contained in a fixed compact set K ⊂ Ω. Thanks to Lemma 3.4, there is some ε0 > 0 such
that

Φε = 0 in Ω
ε \Qε (E 3 ε ≤ ε0).

Using the decomposition Ωε = Qε∪(Ωε \Qε) and the equality Qε = Ω∩εGy∩ε2Gz, we get
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for E 3 ε ≤ ε0

aε(uε,Φε) =
N

∑
i, j=1

Z
Ωε

ai j(x,
x
ε
,

x
ε2 )

∂uε

∂x j

∂Φε

∂xi
dx

=
N

∑
i, j=1

Z
Qε

ai j(x,
x
ε
,

x
ε2 )

∂uε

∂x j

∂Φε

∂xi
dx

=
N

∑
i, j=1

Z
Ω∩εGy∩ε2Gz

ai j(x,
x
ε
,

x
ε2 )

∂uε

∂x j

∂Φε

∂xi
dx

=
N

∑
i, j=1

Z
Ω

ai j(x,
x
ε
,

x
ε2 )χεGy(x)χε2Gz

(x)
∂uε

∂x j

∂Φε

∂xi
dx

=
N

∑
i, j=1

Z
Ω

ai j(x,
x
ε
,

x
ε2 )χGy(

x
ε
)χGz(

x
ε2 )

∂uε

∂x j

∂Φε

∂xi
dx

=
N

∑
i, j=1

Z
Ω

ai j(x,
x
ε
,

x
ε2 )χG(

x
ε
,

x
ε2 )

∂uε

∂x j

∂Φε

∂xi
dx.

On the other hand, the sequence (∂Φε/∂xi)ε∈E being bounded in L∞(Ω) with

∂Φε

∂xi
→ DiΦ =

∂ψ0

∂xi
+ρy

(
∂ψ1

∂yi

)
+ρz

(
∂ψ2

∂zi

)
in L2(Ω)-strongRΣ

as E 3 ε → 0 for each 1 ≤ i ≤ N, Lemma 2.4 of [38] applies and leads to

N

∑
i, j=1

∂uε

∂x j

∂Φε

∂xi
→

N

∑
i, j=1

D juDiΦ in L2(Ω)-weakRΣ.

From (3.3) and (3.6) it is clear that ai j(x,y,z)χG(y,z)∈ C (Ω;B2,∞
A ) (1≤ i, j ≤N). But Prop-

erty (2.14) in Definition 2.13 still holds for f ∈ C (Ω;B2,∞
A ) instead of L2(Ω;A) whenever

the weak RΣ convergence therein is ensured (see e.g., [37, Proposition 4.5]). Thus

N

∑
i, j=1

Z
Ω

ai j(x,
x
ε
,

x
ε2 )χG(

x
ε
,

x
ε2 )

∂uε

∂x j

∂Φε

∂xi
dx →

N

∑
i, j=1

ZZ
Ω×∆(A)

âi j(x,s,r)χ̂GD juDivdxdβ

as E 3 ε → 0, which completes the proof.

We will also need the following

Proposition 3.6. Let (uε)ε∈E ⊂ L2(Ω). Suppose that uε → u in L2(Ω) as E 3 ε → 0. ThenZ
Ωε

|uε|2dx → β(Ĝ)
Z

Ω

|u|2dx

when E 3 ε → 0.
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Proof. For E 3 ε > 0 we have Ωε = (Ωε \Qε)∪Qε. When E 3 ε → 0,Z
Qε

|uε|2dx → β(Ĝ)
Z

Ω

|u|2dx

since as E 3 ε → 0, uεχε
G → β(Ĝ)u in L2(Ω)-weak (see e.g., [50, Lemma 3.4]) and uε → u

in L2(Ω)-strong. On the other hand, put ξε =
R

Ωε\Qε |uε|2dx (ε ∈ E). We now prove that
ξε → 0 with ε by proving that each subsequence of (ξε)ε∈E admits a further subsequence
converging to 0. To this end, consider a subsequence (still denoted by E) such that uε → u
a.e. in Ω and |uε| ≤ h a.e. in Ω for all ε ∈ E and for some function h ∈ L2(Ω). Put now
fε = χΩε\Qε |uε|2 (ε ∈ E). Clearly, | fε| ≤ h2 a.e. in Ω. Up to a subsequence (still denoted
by E) fε → 0 a.e in Ω since fε → 0 in measure (this is a mere consequence of Lemma 3.2
and the inclusion {x ∈ Ω : | fε(x)≥ δ|} ⊂ Ωε \Qε for any δ > 0). We are led to the desired
conclusion by means of the Lebesgue’s dominated convergence theorem.

Homogenized coefficients. We construct and point out the main properties of the so-called
homogenized coefficients. Let 1 ≤ j ≤ N and x ∈ Ω be fixed. Put

âG(x;u,v) =
N

∑
k,l=1

Z
Ĝ

âkl(x,s,r)(∂sl û1 +∂rl û2)(∂sk v̂1 +∂rk v̂2)dβ (3.10)

and

l j(x,v) =
N

∑
k=1

Z
Ĝ

âk j(x,s,r)(∂sk v̂1 +∂rk v̂2)dβ (3.11)

for u,v ∈ B1,2
#Ay

×B2
Ay

(RN
y ;B1,2

#Az
)≡ H . Equipped with the seminorm

NG(u) = ‖∂sû1 +∂rû2‖L2(Ĝ)N (u = (u1,u2) ∈ H ), (3.12)

H is a pre-Hilbert space that is nonseparate and noncomplete. Let H be the separated
completion of H with respect to the seminorm NG and i the canonical mapping of H into
its separated completion H. We recall that

(i) H is a Hilbert space,

(ii) i is linear,

(iii) i(H ) is dense in H,

(iv) ‖i(u)‖H = NG(u) for every u in H ,

(v) If F is a Banach space and l a continuous linear mapping of H into F , then there
exists a unique continuous linear mapping L : H→ F such that l = L◦ i.

Proposition 3.7. Let j = 1, ...,N and fix x in Ω. The noncoercive meso-local variational
problem

u = (u1,u2) ∈ H and âG(x;u,v) = l j(x,v) for all v = (v1,v2) ∈ H (3.13)

admits at least one solution. Moreover, if χ j(x) = (χ j
1(x),χ

j
2(x)) and θ j(x) = (θ j

1(x),θ
j
2(x))

are two solutions, then

∂sχ̂
j
1(x,s)+∂rχ̂

j
2(x,s,r) = ∂sθ̂

j
1(x,s)+∂rθ̂

j
2(x,s,r) a.e., in Ĝ. (3.14)
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Proof. Proceeding as in the proof of [38, Lemma 2.5] we can prove that there exists a
unique hermitian, coercive, continuous sesquilinear form ÂG(x; ·, ·) on H×H such that
ÂG(x; i(u), i(v)) = âG(x;u,v) for all u,v ∈ H . Based on (v) above, we consider the an-
tilinear form l j(x, ·) on H such that l j(x, i(u)) = l j(x,u) for any u ∈ H . Then χ j(x) =
(χ j

1(x),χ
j
2(x)) ∈ H satisfies (3.13) if and only if i(χ j(x)) satisfies

i(χ j(x)) ∈H and ÂG(x; i(χ j(x)),V ) = l j(x,V ) for all V ∈H. (3.15)

But i(χ j(x)) is uniquely determine by (3.15) (see e.g., [30, p. 216]). We deduce that
(3.13) admits at least one solution and if χ j(x) = (χ j

1(x),χ
j
2(x)) and θ j(x) = (θ j

1(x),θ
j
2(x))

are two solutions, then i(χ j(x)) = i(θ j(x)), which means χ j(x) and θ j(x) have the same
neighborhoods in H or equivalently NG(χ j(x)−θ j(x)) = 0. Hence (3.14).

Corollary 3.8. Let 1≤ i, j≤N, x fixed in Ω and let χ j(x) = (χ j
1(x),χ

j
2(x))∈H be a solution

to (3.13). The following homogenized coefficients

qi j(x) =
Z

Ĝ
âi j(x,s,r)dβ−

N

∑
l=1

Z
Ĝ

âil(x,s,r)
(

∂sl χ̂
j
1(x,s)+∂rl χ̂

j
2(x,s,r)

)
dβ, (3.16)

are well defined in the sense that they do not depend on the solution to (3.13).

Lemma 3.9. The following assertions are true:
(i) qi j ∈ C (Ω).
(ii) q ji = qi j.
(iii) There exists a constant α0 > 0 such that

Re
N

∑
i, j=1

qi j(x)ξ jξi ≥ α0|ξ|2

for all x ∈ Ω and all ξ ∈ CN .

Proof. It is an adaptation of that of [44, Lemma 5.3].

Homogenization of the abstract problem. We prove the global homogenization result for
(1.1) in a general deterministic setting. E is still as specified in Section 1.

Theorem 3.10. Assume that (3.3)-(3.5) hold and that Ay and Az are ergodic algebras wmv
on RN . For each k ≥ 1 and each ε ∈ E, let (λk

ε,u
k
ε) be the k’th eigencouple to (1.1). Then,

there exists a subsequence E ′ of E such that

λ
k
ε → λ

k
0 in C as E 3 ε → 0 (3.17)

Pεuk
ε → uk

0 in H1
0 (Ω)-weak as E ′ 3 ε → 0 (3.18)

Pεuk
ε → uk

0 in L2(Ω) as E ′ 3 ε → 0 (3.19)

∂Pεuk
ε

∂x j
→

∂uk
0

∂x j
+

∂uk
1

∂y j
+

∂uk
2

∂z j
in L2(Ω)-weak RΣ as E ′ 3 ε → 0(1 ≤ j ≤ N) (3.20)
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where (λk
0,u

k
0) ∈ C×H1

0 (Ω) is the k’th eigencouple to the spectral problem

−
N

∑
i, j=1

∂

∂xi

(
1

β(Ĝ)
qi j(x)

∂u0

∂x j

)
= λ0u0 in Ω

u0 = 0 on ∂ΩZ
Ω

|u0|2dx =
1

β(Ĝ)
,

(3.21)

and where (uk
1,u

k
2) ∈ L2(Ω;B1,2

#Ay
×B2

Ay
(RN

y ;B1,2
#Az

)). Moreover, for almost every x ∈ Ω the
following hold true:
(i) uk(x) = (uk

1(x),u
k
2(x)) is a solution to the noncoercive variational problem

uk(x) = (uk
1(x),u

k
2(x)) ∈ H

âG(x;uk(x),v) =−
N

∑
i, j=1

∂uk
0

∂x j

Z
Ĝ

âi j(x,s,r)(∂si v̂1(s)+∂ri v̂2(s,r))dβ

∀v = (v1,v2) ∈ H ;

(3.22)

(ii) We have

i(uk(x)) =
N

∑
j=1

∂uk
0

∂x j
(x)i(χ j(x)) (3.23)

where χ j(x) = (χ j
1(x),χ

j
2(x)) is any function in H defined by the meso-cell problem (3.13)

and where i is the canonical mapping of H into its separated completion H.

Proof. Let us first recall that according to the properties of the coefficients qi j (Lemma
3.9), the spectral problem (3.21) admits a sequence of eigencouples with similar properties
to those of problem (1.1). However, this is also proved by our homogenization process.

Fix now k ≥ 1. There exists a constant 0 < c1 < ∞ independent of ε such that 0 < λk
ε ≤

c1µk
ε for any ε ∈ E where

µk
ε = min

W∈Ek

(
max

v∈W\{0}

R
Ωε |Dv|2dx
‖v‖2

L2(Ωε)

)
,

Ek still being the collection of subspaces of dimension k of Vε. The same lines of reasoning
as in [48, Proposition 6.1] leads to the boundedness of µk

ε from above by a constant that
does not depend on ε. Therefore the sequence (λk

ε)ε∈E is bounded in C.
Clearly, for fixed E 3 ε > 0, uk

ε lies in Vε, and

N

∑
i, j=1

Z
Ωε

aε
i j

∂uk
ε

∂x j

∂v
∂xi

dx = λ
k
ε

Z
Ωε

uk
εvdx (3.24)

for any v∈Vε. Bear in mind that ‖uk
ε‖L2(Ωε) = 1 and chose v = uk

ε in (3.24). The boundedness
of the sequence (λk

ε)ε∈E and the ellipticity assumption (1.2) implies at once by means of
Proposition 3.1 that the sequence (Pεuk

ε)ε∈E is bounded in H1
0 (Ω). Theorem 2.17 applies

and gives us uk = (uk
0,u

k
1,u

k
2)∈ F1

0 such that for some λk
0 ∈C and some subsequence E ′ ⊂ E
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we have (3.17) (but as E ′ 3 ε → 0) and (3.18)-(3.20), where (3.19) is a direct consequence
of (3.18) by the Rellich-Kondrachov theorem.

For fixed ε ∈ E ′, let Φ = (ψ0,(J
y
1 ◦ρy)(ψ1),(Jz

1 ◦ρz)(ψ2)) ∈ F∞
0 with ψ0 ∈ D(Ω), ψ1 ∈

D(Ω)⊗ (A∞
y /C) and ψ2 ∈ D(Ω)⊗ (A∞

y )⊗ (A∞
z /C), where A∞

y /C = {ψ ∈ A∞
y : M(ψ) = 0}

(M the mean value on RN
y for H ), A∞

z /C = {ψ ∈ A∞
z : M(ψ) = 0} (M the mean value on RN

z
for H ′). Define Φε as in (3.8). Then Φε ∈ D(Ω) and we have

N

∑
i, j=1

Z
Ωε

aε
i j

∂Pεuk
ε

∂x j

∂Φε

∂xi
dx = λ

k
ε

Z
Ωε

Pεuk
εΦε dx. (3.25)

Sending ε ∈ E ′ to 0, keeping (3.17)-(3.20) and Lemma 3.5 in mind, we obtain

N

∑
i, j=1

ZZ
Ω×Ĝ

âi jD jukDiΦdxds = λ
k
0

Z Z
Ω×Ĝ

uk
0ψ0 dx. (3.26)

Where the right hand side is obtained by the same routine as in the proof of Lemma 3.5. It
is clear that (λk

0,u
k) ∈ C×F1

0 solves the following global homogenized spectral problem:
Find (λ,u) ∈ C×F1

0 such that
N

∑
i, j=1

ZZ
Ω×Ĝ

âi j(x,s,r)D juDiΦdxdβ = λβ(Ĝ)
Z

Ω

u0ψ0 dx

for all Φ ∈ F1
0.

(3.27)

To prove (i), choose Φ = (ψ0,ψ1,ψ2) in (3.27) such that ψ0 = 0, ψ1 = ϕ⊗ v1 and
ψ2 = ϕ⊗ v2, where ϕ ∈ D(Ω), v1 ∈ B1,2

#Ay
, and v2 ∈ B2

Ay
(RN

y ;B1,2
#Az

), to get

Z
Ω

ϕ(x)

[
N

∑
i, j=1

Z
Ĝ

âi j

(
∂uk

0
∂x j

+∂s j û
k
1 +∂r j û

k
2

)(
∂si v̂1 +∂ri v̂2

)
dβ

]
dx = 0.

Hence by the arbitrariness of ϕ, we have a.e. in Ω

N

∑
i, j=1

Z
Ĝ

âi j

(
∂uk

0
∂x j

+∂s j û
k
1 +∂r j û

k
2

)(
∂si v̂1 +∂ri v̂2

)
dβ = 0

for any v = (v1,v2) ∈ H , which is nothing but (3.22).
As regard (ii), pick any χ j(x) = (χ j

1(x),χ
j
2(x)) solution to the meso-cell problem (3.13)

an put z(x) = ∑
N
j=1

∂uk
0

∂x j
(x)χ j(x). On multiplying both sides of (3.13) by − ∂uk

0
∂x j

(x) and then

summing over 1 ≤ j ≤ N, we see that z(x) satisfies (3.22). Hence i(z(x)) = i(uk(x)) by
uniqueness of the solution to the coercive variational problem in H corresponding to the
non-coercive variational problem (3.22) (see the proof of Proposition 3.7). Thus (3.23)
since i is linear.

Now, by considering Φ = (ψ0,ψ1,ψ2) in (3.27) such that ψ1 = 0, ψ2 = 0 and ψ0 ∈
D(Ω), we get

N

∑
i, j=1

ZZ
Ω×Ĝ

âi j

(
∂uk

0
∂x j

+∂s j û
k
1 +∂r j û

k
2

)
∂ψ0

∂xi
dxdβ = β(Ĝ)λk

0

Z
Ω

uk
0ψ0 dx.
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As (3.23) is equivalent (see the proof of Proposition 3.7) to

∂sûk
1(x)+∂rûk

2(x) =
N

∑
j=1

∂uk
0

∂x j
(x)(∂sχ̂

j
1(x)+∂rχ̂

j
2(x)) a.e. in Ĝ,

we arrive at

N

∑
i, j=1

Z
Ω

[Z
Ĝ

âi j dβ−
N

∑
l=1

Z
Ĝ

âil

(
∂sl χ̂

j
1 +∂rl χ̂

j
2

)
dβ

]
∂uk

0
∂x j

∂ψ0

∂xi
dx = β(Ĝ)λk

0

Z
Ω

uk
0ψ0 dx,

i.e. (see (3.16))
N

∑
i, j=1

Z
Ω

1
β(Ĝ)

qi j(x)
∂uk

0
∂x j

∂ψ0

∂xi
dx = λ

k
0

Z
Ω

uk
0ψ0 dx.

Thanks to the arbitrariness of ψ0 and the weak derivative formula, we conclude that (λk
0,u

k
0)

is the k’th eigencouple to (3.21) and the whole sequence (λk
ε)ε∈E is found to converge.

The normalization condition in (3.21) is readily obtained by means of that in (1.1),
Proposition 3.6 and (3.19). The proof of our theorem is therefore completed.

Remark 3.11. (1) {uk
0}∞

k=1 is an orthogonal basis in L2(Ω). This follows from the orthogo-
nality of {uk

ε}∞
k=1 in L2(Ωε) (ε ∈ E) by an adaptation of the proof of Proposition 3.6.

(2) The spectral problem (3.21) is refereed to as the macroscopic homogenized spectral
problem for (1.1) whereas (3.22) is the so-called mesoscopic problem. The behavior (as
ε → 0) of the eigenfunction uk

ε has three fundamental aspects: the macroscopic behavior,
the mesoscopic behavior and the microscopic behavior. The macroscopic behavior is de-
scribed by uk

0 solution to the macroscopic problem. The mesoscopic behavior depends on
the observation point in Ω and is described by (uk

1(x),u
k
2(x)) solution to (3.22). The micro-

scopic behavior depends on the observation point (x,y) and is described by uk
2(x,y) solution

to the microscopic problem

uk
2(x,y) ∈ B1,2

#Az

N

∑
i, j=1

Z
Ĝz

âi j∂s j û
k
2∂r j ω̂dβz =−

N

∑
i, j=1

(
∂uk

0
∂x j

+G1

(
∂uk

1
∂y j

))Z
Ĝz

âi j∂riω̂dβz

∀ω ∈ B1,2
#Az

.

(3.28)

4 Some concrete individual homogenization problems for (1.1).

We work out in this section some concrete homogenization problems for (1.1). Before we
can do that we need a few preliminary results.

4.1 Preliminaries

The basic notations being those of Section 1, we begin by noting that for ζ = y,z the char-
acteristic function χΘζ

of the set Θζ is given by χΘζ
= ∑k∈Sζ

χk+Tζ
(a locally finite sum) or

more suitably
χΘζ

= ∑
k∈ZN

θζ(k)χk+Tζ
,
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where χk+Tζ
denotes the characteristic function of k+Tζ in RN

ζ
and θζ is that of Sζ in Z. We

shall refer to θζ as the distribution function of the holes[38].
We have the following result without which the multiscale perforation set up earlier

would be useless.

Proposition 4.1. Let A be an algebra wmv on RN (for H or H ′). Assume that the distribu-
tion function of the holes θ belongs to the space of essential function on ZN , ES(ZN) (see
[36]). On the other hand, assume that for every ϕ ∈ K (T) (the space of all continuous
complex functions on RN with compact supports contained in T =

(
−1

2 , 1
2

)N
), the function

∑k∈ZN θ(k)τkϕ (where τkϕ(a) = ϕ(a− k) for a ∈ RN) lies in A. Then χΘ ∈ B2
A and further

M(χΘ) = M(θ)λ(T )

where λ is the Lebesgue measure on RN and M(θ) the essential mean of θ [36].

Proof. The proof is an adaptation of that of [38, Proposition 3.1] where we replace there
X

p
Σ
(RN) by B2

A(RN).

Corollary 4.2. Let A = Ay�Az be an algebra wmv where Ay (resp. Az) is an algebra wmv
on RN

y (resp. RN
z ) for H (resp. H ′) and suppose Ay (resp. Az) verify each with its action

the hypothesis of Proposition 4.1. Then (3.3) and (3.4) hold true.

Proof. Let ζ = y,z. By Proposition 4.1, we have on the one hand Mζ(χΘζ
) = M(θζ)λ(Tζ).

On the other hand we have (3.3) as a direct consequence of the equality χGζ
= 1− χΘζ

which combined with M(θ) ≤ 1 and λ(Tζ) < λ(T) = 1 leads to: βζ(Ĝζ) = Mζ(χGζ
) > 0.

But, M(χG) = β(Ĝ) = βy⊗βz(Ĝy× Ĝz) = βy(Ĝy)βz(Ĝz) = My(χGy)Mz(χGz) > 0.

4.2 Double equidistribution of the holes

Throughout this section we assume that θy(k) = θz(k) = 1 for all k ∈ZN which is equivalent
to Sy = Sz = ZN . This precisely means that each cell k +Y (resp. k + Z) contains a hole
k + Ty (resp. k + Tz), k ∈ ZN . This is usually called double periodicity[20, 21, 28] but we
find it more convenient to be refereed to as double equidistribution of the holes. L2

per(Y )
denoting the space of Y -periodic functions in L2

loc(RN
y ) and Cper(Y ) its subspace made up

with continuous functions, it is classic that L2
per(Y ) is the closure of Cper(Y ) in L2

loc(RN
y )

with respect to the norm ‖ ·‖2 here defined by ‖u‖2 =
(R

Y |u(y)|2dy
) 1

2 . It is also easily seen
that L2

per(Y ) = B2
Cper(Y ). Under The previous perforation hypothesis, we have [38, Section

3.2] that

χGy ∈ L2
per(Y ), My(χGy) > 0 (4.1)

χGz ∈ L2
per(Z), Mz(χGz) > 0. (4.2)

Hence (3.3) and (3.4) follow.
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4.2.1 Problem I: Periodic homogenization.

We assume here that for each fixed x ∈ Ω and for any 1 ≤ i, j ≤ N, the function (y,z) →
ai j(x,y,z) satisfies the following periodicity hypothesis:{

For each k ∈ ZN and each l ∈ ZN , we have

ai j(x,y+ k,z+ l) = ai j(x,y,z)
(4.3)

which is expressed by saying that ai j(x,y,z) is Y × Z-periodic in (y,z). Hypothesis (4.3)
leads at once to

ai j(x, ·, ·) ∈ L∞
per(Y ×Z) for any x ∈ Ω (1 ≤ i, j ≤ N).

The suitable algebras wmv for this problem are Ay = Cper(Y ), Az = Cper(Z) and A =
Cper(Y )� Cper(Z) = Cper(Y × Z). Hence, B2

Ay
= B2

Ay
= L2

per(Y ), B2
Az

= B2
Az

= L2
per(Z),

B2
A = B2

A = L2
per(Y ×Z) and

ai j(x, ·, ·) ∈ L2
per(Y ×Z) for all x ∈ Ω (1 ≤ i, j ≤ N).

Thus the conclusion of Theorem 3.10 is achieved under hypothesis (4.3).
For the sake of clarity we state the outlines of the homogenization theorem in this set-

ting. Before we can do that we need a few details. We have B1,2
#Ay

= H1
# (Y ), B1,2

#Az
= H1

# (Z)
and the Haar measure β = βy⊗βz is just the Lebesgue measure dydz on RN

y ×RN
z . Put Y ∗ =

Y \Ty, Z∗ = Z \Tz and bear in mind that the mean value of a function u ∈ L2
per(Y ) is merely

expressed by M(u) =
R

Y u(y)dy. It follows from (4.1) that M(χGy) =
R

Y χGy(y)dy = |Y ∗|> 0
(similar remark for |Z∗|). Hence |Y ∗×Z∗| > 0. Fix x ∈ Ω and let χ j(x) = (χ j

1(x),χ
j
2(x))

(1 ≤ j ≤ N) be a solution to the following periodic meso-local problem
χ

j(x) = (χ j
1(x),χ

j
2(x)) ∈ H = H1

# (Y )×L2
per(Y ;H1

# (Z))
N

∑
k,l=1

ZZ
Y ∗×Z∗

akl

(
∂χ

j
1

∂yl
+

∂χ
j
2

∂zl

)(
∂v1

∂yl
+

∂v2

∂zl

)
dydz =

N

∑
m=1

ZZ
Y ∗×Z∗

am j

(
∂v1

∂ym
+

∂v2

∂zm

)
dydz

∀v = (v1,v2) ∈ H .

The homogenized coefficients are given in this setting by

qi j(x) =
ZZ

Y ∗×Z∗
ai j(x,y,z)dydz−

N

∑
l=1

ZZ
Y ∗×Z∗

ail(x,y,z)

(
∂χ

j
1

∂yl
(x,y)+

∂χ
j
2

∂zl
(x,y,z)

)
dydz

and the homogenization result states as

Theorem 4.3. For each k ≥ 1 and each ε ∈ E, let (λk
ε,u

k
ε) be the k’th eigencouple to (1.1).

Then, there exists a subsequence E ′ of E such that

λ
k
ε → λ

k
0 in C as E 3 ε → 0

Pεuk
ε → uk

0 in H1
0 (Ω)-weak as E ′ 3 ε → 0

Pεuk
ε → uk

0 in L2(Ω) as E ′ 3 ε → 0

∂Pεuk
ε

∂x j
→

∂uk
0

∂x j
+

∂uk
1

∂y j
+

∂uk
2

∂z j
in L2(Ω)-weak RΣ as E ′ 3 ε → 0(1 ≤ j ≤ N)
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where (λk
0,u

k
0) ∈ C×H1

0 (Ω) is the k’th eigencouple to the spectral problem
−

N

∑
i, j=1

∂

∂xi

(
qi j(x)

|Y ∗×Z∗|
∂u0

∂x j

)
= λ0u0 in Ω

u0 = 0 on ∂ΩZ
Ω

|u0|2dx =
1

|Y ∗×Z∗|
,

and where (uk
1,u

k
2) ∈ L2(Ω;H1

# (Y )×L2
per(Y ;H1

# (Z))).

4.2.2 Problem II

Let B∞,ZN (RN
z ) denotes the space of all finite sum

∑
f inite

ϕiui with ϕi ∈ B∞(RN
z ), ui ∈ Cper(Z)

where B∞(RN
z ) is the space of those continuous complex function converging finitely at

infinity. This is obviously an algebra wmv. Under the hypothesis that

ai j(x, ·, ·) ∈ L2
per(Y ;B∞,ZN (RN

z )) for all x ∈ Ω (1 ≤ i, j ≤ N), (4.4)

the conclusion of Theorem 3.10 holds with A = Cper(Y )�B∞,ZN (RN
z ). It is worth noticing

that hypothesis (4.4) generalizes the case when

ai j(x, ·, ·) ∈ L2
per(Y ;B∞(RN

z )) for any x ∈ Ω (1 ≤ i, j ≤ N).

4.2.3 Problem III

We study here the homogenization problem for (1.1) under the following assumption

ai j(x, ·, ·) ∈ B2
AP(RN

y ×RN
z ) for all x ∈ Ω (1 ≤ i, j ≤ N),

where B2
AP(RN

y ×RN
z ) denotes the space of functions in L2

loc(RN
y ×RN

z ) that are almost pe-
riodic in the Besicovitch sence[10]. We get at once the conclusion of theorem 3.10 with
A = AP(RN

y )�AP(RN
z ).

4.2.4 Problem IV

Under the following hypothesis

ai j(x, ·, ·) ∈ B2
WAP(RN

y ;B2
WAP(RN

z )) for any x ∈ Ω (1 ≤ i, j ≤ N),

the conclusion of Theorem 3.10 holds true with A = WAP(RN
y )�WAP(RN

z ). We recall
that periodic functions are weakly almost periodic. We also emphasize that in contrast to
what happens in Problem III, we have WAP(RN

y ×RN
z ) 6= WAP(RN

y )�WAP(RN
z ) (see [43,

Corollary 4.13]).
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4.2.5 Problem V

Homogenization in Fourier-Stieltjes algebras. The Fourier-Stieljes algebra on RN , FS(RN),
is defined as the closure in B(RN) of the space

FS∗(RN) =
{

f : RN → C, f (x) =
Z

RN
exp(ix · y)dν(y) for some ν ∈ M∗(RN)

}
where M∗(RN) denotes the space of complex valued measures ν with finite total variation:
|ν|(RN) < ∞. This a proper ergodic subalgebra of WAP(RN) (see e.g., [43]) that contains
the periodic functions. Under the following hypothesis

ai j(x, ·, ·) ∈ B2
FS(RN

y ;B2
FS(RN

z )) for any x ∈ Ω (1 ≤ i, j ≤ N),

we reach the conclusion of Theorem 3.10 with A = FS(RN
y )�FS(RN

z ).

4.3 Double periodicity: The holes are periodically distributed on each scale

We assume that for ζ = y,z the function θζ is periodic, that is, there exist a network Rζ in
RN

ζ
with Rζ ⊂ ZN such that

θζ(k + r) = θζ(k) for all k ∈ ZN and all r ∈ Rζ.

Let PRζ
(RN

ζ
) be the periodic algebra wmv on RN

ζ
represented by the group of period Rζ, that

is, the algebra of continuous functions u on RN
ζ

satisfying

u(ξ+ r) = u(ξ) for all ξ ∈ RN and all r ∈ Rζ.

Arguing exactly as in Section 4.1 (see also [38, Section 3.3] we get

χGζ
∈ B2

PR
ζ
(RN

ζ
)(R

N
ζ
), Mζ(χGζ

) > 0

and leave to the reader to check that Problems I-V of the previous subsection carry over
without slightest change to the present setting. The reader may also consider a double
almost periodicity perforation and solve Problems III-V of the previous subsection without
any slightest meditation.

4.4 Mixed distribution of the holes

We present here, by way of illustration, just the case when the tiny holes are concentrated in
a neighborhood of the origin in RN whereas the big ones are almost periodically distributed.
Thus, we assume that Ω contains the origin of RN . Assuming that θy is almost periodic in
the sense that the translates τhθ (h ∈ ZN) form a relatively compact set in l∞(ZN), then (see
[38]) there exists a countable subgroup Ry of RN

y such that

χGy ∈ B2
APRy (RN

y )(R
N
y ) with My(χGy) > 0.
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We denote by B∞(ZN) the space of all mapping u : ZN →C that converges finitely at infinity
and assume that θz ∈B∞(ZN). Following the same line of reasoning as in [38] we can prove
that

χGz ∈ B2
B0

∞(RN
z )(R

N
z ) with Mz(χGz) > 0,

where we recall that on letting F stands for the set of all complex continuous functions f
on RN

z of the form f = ∑k∈ZN d(k)τk(ϕ) with d ∈ B∞(ZN) and ϕ ∈ K (T) (T and K (T) as
in Proposition 4.1), B0

∞(RN
z ) is the closure in B(RN

z ) of the space of all complex functions
of the form ψ = c+∑ f inite fi with c ∈ C and fi ∈ F . B0

∞(RN
z ) is an ergodic algebra wmv.

4.4.1 Problem VI

Let B∞,AP(RN) denote the space defined as B∞,ZN (RN
z ) by replacing Cper(Z) by AP(RN).

Then it can be shown that B∞,AP(RN) = AP(RN)⊕C0(RN) where C0(RN) stands for the
space of those u in B(RN) that vanish at infinity. The space B∞,AP(RN) is the space of
perturbed almost periodic functions. We know that B∞,AP(RN) is a closed subalgebra of
the algebra of weakly almost periodic continuous functions on RN [22], and so that each
element of B∞,AP(RN) possesses a mean value. With this in mind and under the following
assumption

ai j(x, ·, ·) ∈ B2
∞,AP(RN

y ;B0
∞(RN

z )) for all x ∈ Ω (1 ≤ i, j ≤ N),

(where B2
∞,AP(RN

y ) denotes the completion of B∞,AP(RN
y ) with respect to the Besicovitch

seminorm ‖·‖2) the homogenization problem for (1.1) can be solved. More precisely, the
conclusions of Theorem 3.10 holds true with A = B∞,AP(RN

y )�B0
∞(RN

z ).

Remark 4.4. The few problems listed here are just for illustration. In this setting and many
more we may solve the homogenization problem for (1.1) under a large class of structure
hypothesis on the coefficients ai j the trick being to take A = WAP(RN

y )�WAP(RN
z ) (the

product of the biggest[43] ergodic algebras wmv available so far in the literature), though
in some cases it might not be the appropriate algebra wmv for the problem under consider-
ation.
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