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Abstract:

by adding a term with a singular weight of the type (log(1/|x|))_2.

In this article we shall investigate Hardy-Sobolev inequalities and improve them

We show that this weight

function is optimal in the sense that the inequality fails for any other weight more singular than
this one. As an application, we use our improved inequality to study the weighted eigenvalue

problem stated in §5.
Key words:

1. Introduction. In this paper, we shall
study the Hardy-Sobolev inequalities of the following

type:
(1.1)

— 929\ P — P P
/|Au|pdx2 noep il [u()] dx
Q p p Q |x|2;l)

for any u € WP (), where Q a bounded domain in
R™ with0 € Q,n > 3, and 1 < p < (n/2). Here the
best constant A, , = ((n —2p)/p)” ((np —n)/p)” is
given by the infimum of

/ |Au|Pdx
Q

@,
o |z[?P

I(u) =

Moreover there exists no extremal function in
WP(€) which attains the infimum of these prob-
lem. Roughly speaking, the candidates of the ex-
tremals are singular at the origin which are not in
the class WyP(Q). Hence it is natural to consider
that there exist “missing terms” in the right hand
side of (1.1). In view of this, we shall investigate the
Hardy-Sobolev inequalities (1.1) and improve them
by finding out missing terms.

For the case of gradient, such improved Hardy
inequalities are known. For example, Adimurthi,
Chaudhuri and Ramaswamy [1] have proved that
there exists a constant C > 0, depending on n >
2,1 < p <nand R > supg(|z|e®/P)) such that for
ue WyP(Q)
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o |zP
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log — .
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in this article is to achieve an

Our aim
optimal improvement of the inequality (1.1) by
adding a second term involving the singular weight
(log(1/|z|)) "2, in the sense that the improved in-
equality holds for this weight but fails for any weight
more singular than this one.

As an application, we use our improved inequal-
ity to determine exactly when the first eigenvalue of
the weighted eigenvalue problem for the operator

— 1Y —
(1.3) Lou=A (|AulP?Au) — |x|2p|u|p %y

will tend to 0 as p increases to Ay, p.

This paper is organized in the following way.
In §2 we shall describe our main results on Hardy-
Sobolev inequalities. In §3 we shall prepare lemmas
which are needed in the proof of the theorem stated
in §2. In §4 we shall prove the main results (Theo-
rem 2.1 and Corollary 2.1). In §5 we shall apply our
results to study the weighted eigenvalue problem.

This paper is a resume of the paper entitled
Missing terms in Hardy-Sobolev inequalities and its
applications submitted to Far East Journal of Math-
ematical Sciences [2]. Hence the proof of the theo-
rems were given in a shorter way.

2. Main results.

Theorem 2.1 (main). Let n > 3,0 € Q and
Q is a bounded domain in R™.
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1. Noncritical case (1 < p < (n/2))
Assume v > 2, then there exists K = K(n) > 0
and C = C(n) > 0 such that if R > K supg, |z|
then

(2.1) /Q|Au|”dx
= () (),
v [ (o) e

for any u € WEP(Q).

2. Critical case (p = (n/2))
Assume v > (n/2), then there exists K* =
K*(n) > 0 and C* = C*(n) > 0 such that if
R > K*supq |z| then

(2.2) / |Aul? dx

= (7). limn (e U)jd”c
e

for any u € W2 ("/2)( Q).

Remark 2.1. In (2.1)y > 2
v > (n/2) is also sharp, and ((n —
constant.

Remark 2.2. The function v — (log(R/r))”"
is monotonically decreasing on [2,00) ([(n/2),c0
provided that R > supg, |z|. Hence it suffices to as-
sume v = 2 (y = (n/2)) in noncritical case (critical
case).

Remark 2.3. In the proof of the noncritical
case, we will use decreasing rearrangement argument,
hence the function g(r) = 27 (log(R/r))”? should
be monotone decreasing and R > re(1/P). Then K =
e(1/p) |

Remark 2.4. In the proof of the critical case,
we will also use decreasing rearrangement argument,
hence the function ¢*(r) = r™" (10g(R/7‘))_("/2)_1
should also be monotone decreasing and R >
re1/2)+(1/m)  Moreover we need the condition to ab-
sorb the error terms in the right hand side of (2.2)
with C* > 0, hence K* > e(1/2)+(1/n),

Remark 2.5. C and C* may depend on R
and v in a weak sense. Since g(r) and ¢g*(r) tends to
zero as 7 — oo or R — oo, therefore we can take C
and C* to be bigger.

IxIQ”

is sharp. In (2.2)

2)/(y/n))" is best
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Corollary 2.1. Let1 <p< (n/2), and let

{f Q= RY|f € L@\ {0}) with
1\2
lim sup |z|?? f(x) <1og—> < oo}.
2| —0 Ed

If f € F,, then there exists \(f) > 0 such that for
ue WP (Q)

(2.3) /Q |AulPdz > A, /Q |T£T2)1de
N [ 1@ sds

If f & Fy and if |2* f(x) (log(1/|x]))*
as |xz| — 0, then no inequality of type (2.3) can hold.

tends to oo

3. Preliminary Lemmas. In this section
we shall prepare fundamental lemmas which are
needed to prove our main results.

Lemma 3.1. Forany R>1,¢q<0,v e (0,1)
satisfying 2v — 1+ q = 0.

(3.1) 1 |n'(r)|? <1og§>qrdr

1 q—2
R d
>v2 [ |h(r)]? (1og —) =
0 T T

holds for any h € C([0,1]) N C*(0,
h(1) = 0.

Lemma 3.2. Assume f € C?*(B;) and u
CZ(By1) are radial satisfying f(r) > 0, Af(r) <
u(r) > 0, and —Au > 0 where r = |z|. Set u(r)

f(r)v(r), then
(3.2)

/Bl Auffds =, [ )AL
n(n —2 ! , 2
LB, [ e
VI () AL ()P f(r)dr
+wn/0 v%(r)ar(r"_1(|Af(7“)|n2;2f’(7")
(r)))dr.

We can now prove the critical case of Theorem

1), with h(0) =

2m

— Or|Af(r)

2.1 using 2 = B; and u is radial.

Lemma 3.3. Assume positive radially nonin-
creasing function u € C2(By),then there exists K* =
K*(n) > 0 and C* = C*(n) > 0 such that if R > K*
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(3.3) /B |Aul? dz
(), M )

n —5—1
+ C’*/ [u(@)] <1og E) dx.
B |zl Ed

A sketch of the proof of Lemma 3.3. For
u(r) = f(r)v(r), we set f(r) = (log(R/r))*,0<a<
1. Then we use Lemma 3.1 and Lemma 3.2 to prove
inequality (3.3).

4. Proof of main results. We recall the re-
arrangement of domains and functions. For a do-
main 2 we define a ball Q* such that |Q*| = || with
center at the origin. We denote by |u|* the sym-
metric decreasing rearrangement of function u. It is
well known that the symmetric rearrangement does
not change the LP-norm and increases the integral
Jo(ulP)/(|2[?)dz.

The following is due to G. Talenti. As for the
proof refer to [4] and [6]

Lemma 4.1 (Talenti). Let Q be a domain on
R™, n >3 and f € C5°(Q). If u is the weak solution
of Dirichlet problem —Au = f in Q, uloq = 0; v is
the weak solution of Dirichlet problem —Av = |f|*
in Q*, v|pa- = 0; then v > |u|* pointwise.

From this lemma we see that v* < v in Q* and

/|Au|pdx=/|f|2dx=/ |f|*2dx/ |Av|Pdx.
Q ) o o

Further we see that

p *|p p
|ul x§/ |u”| dng IS
o || o |z|*
Hence we have

o |z[*P
/ |Au|Pdx / |Av|Pdx

Jul? / 9" .
o [z[* o« [z[?

From this we can assume that v is radial and €2 is a

ball in the proof of the main results.

We are now ready to give the proof of Theo-
rem 2.1. We organize the proof in the following way:
First for noncritical case (1 < p < (n/2)), we prove
inequality (2.1), then we show the sharpness of A, ,,
and then we show the optimality of . Secondly for
critical case (p = (n/2)), we prove inequality (2.2),
then we show the sharpness of ((n —2)/(y/n))", and
then we show the optimality of ~.
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Proof of Theorem 2.1.

Case 1 < p < (n/2): Let1l < p< (n/2) and
~v > 2. Tt suffices to prove (2.1) for smooth positive
radially nonincreasing function v defined on a ball
B, and from Remark 2.2 we can further assume v =
2. For u € C§(By),u > 0, radially nonincreasing,
we define

n_g
p

(4.1) v(r) = u(r)r , =zl

From Lemma 4.1 we may assume —Awu > 0.
A(u(r) =A (’U(?‘)TQ_%)
=25 (53 (v(r)) — aM>

where
6B(U(T)) = AB(U(T)) = U”(T) + 5; 1UI(T)5
Bonti- and o= O
P p

Then by using inequality (1+x)? > 1+pzx (z > —1)
and Lemma 3.1 (v = (1/2),q = 0) we get inequality
(2.1) where C' = (A, p)/(a)(p — 1)/p.

We construct a family of functions in Wy (B;)
which we will use to show the sharpness of A, , and
optimality of . For € > 0 sufficiently small, let us
define

0, 0<r<e

s |3

—1
_ 1 T
(4.2) U = rt <1og E> log = e <r<e

e N1
r 7| log - log—, e<r<l.
€ r
Let w, = f: ue(p)dp. Then we get

(4.3) / |Aw,|Pdx
By
—1)\” 1 1\ !
:i <M> wnlog——i-O((log—) >
p+1 4 € €
|we|P
4.4
( ) /Bl |x|2pdx

2 » \? 1 0\t
> (2 log = log - .
_p+1<n—2p> “n Oge+0<<0ge> >

Also we get

o [ ) o(())
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Sharpness of Ay . The sharpness of A, , will
follow if we can show that
/ |Au|Pdx
B,

(4.6) inf I(u) == =——— = Ay .

weW2¥ (B1)\{0} / Jul
B, |z]?P

Using the family of functions w, € Wy(B;), and
from (4.3) and (4.4) we get
lim I(we) < Ay p.

)
e—0

Also by Hardy inequality we get lim._ol(we) >
A, p, hence lim, o I(we) = A, p. Thus sharpness
follow.

Optimality of ~v. Suppose 0 < v < 2. Since
A, p is the best constant for inequality (1.1) inequal-
ity (2.1) follows for the case v = 0. So we assume
0 < v < 2. Optimality will follow if we can prove

that

(4.7) inf I, (u)
weWy” (B1)\{0}
|u?
AulPdxr — A d
_/131| u|Pdx nm/Bl |x|2px

p -
/ [ 10g£ dx
B, |z[*P Ed

Since 0 < v < 2, from (4.3), (4.4) and (4.5),
I,(we) — 0 as € — 0 and hence optimality follow.
Case p = (n/2): Let us assume p = (n/2)
and v > (n/2). From Remark 2.2 we can further
assume vy = (n/2). In this case inequality (2.2) fol-
lows immediately from Lemma 3.3 together with the
rearrangement of function and domain arguments.
show the
we consider the test function

Sharpness. To sharpness of

((n=2)/vn))",

n—2 n—2
ze = | lo R b lo R !
< & r4+e & 1+e

Then it is easy to verify by similar calculation as in
the previous case (1 < p < (n/2)) that

/ |Az|%dx n
lim By = (n—2>
=0 [ |z ¥ R\ Vn
— (1 dz
B |7l

Hence sharpness follow.

%8 1]

Optimality. To show the optimality, we use the
same test function u. define in (4.2) with p = (n/2).

Then for w. = f: uc(p)dp, it is easy to verify by
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similar calculation as in the previous case (1 < p <
(n/2)) that

n 4
(4.8) /Bl |Aw,|?dx = +2(n—2)

vof (ee2) )

m|3

1
10g -

and

(4.9)

5 - 1 %‘i‘l_’)’
/ [0 <1og E) dx > O((log —> >
B |z Ed €

Suppose 0 < v < (n/2). Optimality will follow if we
can prove that
/ |Aul? dx
inf B
ueW,

, Iy(u) = o - =
2% (B1)\{(0} / |“|i <1Og£> i
B, |7 ||

Since 0 < v < (n/2), from (4.8) and (4.9), I, (w
0 as € — 0 and hence optimality follow.
Proof of Corollary 2.1. If f € F},, then

o) —

2

1

hm sup f(z) |x|2p <1og —> < 00
Q,EB |$|

and hence for sufficiently small €, in B,

1\ 2
flz) < Clz|~ 2”<1og| |> )

Outside B, both are bounded functions and hence
C can be chosen so that this inequality holds in €.
Then (2.3) will follow from (2.1).

If f ¢ F, and i [o]?f(z) (og(1/[2]))?
to oo as |z| — 0, then we can write f(z) =
(h(z))/(|z]?® (10g(1/|x|))2), where h(x) tends to in-
finity as = tends to 0. Then from the calculation of
Theorem (2.1), for € > 0 sufficiently small we get

tends

(4.10)
P 1\ !
[ of () Y
B, L €
|z|?P (10g |l-|)
where
mMe = mm{gg h(z), Bj{lfga h(z), Bllr\lfBé h(x)}

Since m, tends to oo as € — 0, we conclude that
Ir(we) — 0 as € — 0 and inequality (2.3) cannot
hold for such f ¢ F),. Ol
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5. Application. Consider the weighted
eigenvalue problem with a singular weight

(5.1)

A (|Au|p_2Au) — |x/|gp|u|p_2u = MuP"?uf in Q
u=Au=0 on Of.

Here f € F,

Fp={f: Q=R lim [« f(r) =0

with f € L5, (@\ {o})},

1<p<(n/2),0<pu<A,,and A € R. We look
for a weak solution u € W = W?22(Q) N W, *(Q) of
this problem and study the asymptotic behaviour of
the first eigenvalues for different singular weights as
p increases to A, p, after which the operator L, is
no more bounded from below. Here we define weak
solution in the following way.

Definition 5.1. u € W is said to be a weak
solution of (5.1) iff for any ¢ € C?(Q) with ¢ = 0 on
o0

/ |AulP2AuAg — a |u|P~2ug | da
Q [P
z)\/ |u|P~2ufpda.
Q

Lemma 5.1. Forp* <A, p, andu€ W 3v e
W such that v > 0 and satisfies

Jo 1AulPda — p* [ %dx
Jo |ulpfdx
. Jo |1Av|Pdz — pi* [, %dx
- Jo |v|P fda

Remark 5.1. Since ) is first eigenvalue and
u is the corresponding eigenfunction,

by using
Lemma 5.1, we can assume u > 0 in 2. Then by
the elliptic regularity theory, u is smooth near the
boundary. From the definition of weak solution one
can derive the boundary condition of (5.1) by using
integration by parts.

Theorem 5.1. The above problem admits a
positive weak solution u € W for all 1 < p < (n/2),
0 < pu < Ayp, corresponding to the first eigen-
value X = )\llt(f) > 0. Moreover, as p increases
to Anm,)\}t(f) — Af) > 0 for all f € F, and
the limit N(f) > 0 if f € F,. If f ¢ F, and if
|22 f (z) (log(1/|x|))? tends to co as |z| — 0, then
the limit \(f) = 0.
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In order to prove the theorem we need the fol-
lowing results; the first one is a standard result from
measure theory (see [5], Chapter 1, Section 4) and
the second one is due to Boccardo and Murat [3].

Lemma 5.2. Let (gm)men C LP(Q),1 <p <

00, be such that, as m — oo, (1) gm — g weakly in
LP(Q) and (ii) gm(x) — g(x) a.e. in Q. Then

m ([|gml|[5 = [lgm — gl3) = llgl[5

m—oo

Lemma 5.3 (see Remark 2.7 in [2]).

(| A P72 Aty — | AuP72AU) Ay, — u)
S|A (U, — w)|? if p>2

=Y s A, — w)?

(| A + [ Aul)* ™"

if p<2

for some s > 0.

Remark 5.2. In the proof of Theorem 5.1
u will be characterize as a solution of variational
problem defined in (5.2) and (5.1) becomes Euler-
Lagrange equation of this variational problem.

Sketch of the proof of Theorem 5.1.

- We define
|ul?
Ju(u) = AulP — dx.
v /g(l i Mz ) &

- We minimize J,, over

(5.2)

M = {u e W] /Q lu(z)|P f(x)de = 1}

and let )‘;lt > 0 be the infimum.

- We choose minimizing sequence (um)men C M
such that J,, (um) — )‘,lu

- For a subsequence uyy,, of up,

{Jlt(umk) — Ju(u) = )‘;lt =\

where u €e W N M
- u satisfies Euler-Lagrange equation in a distribu-
tion sense, and since u € W, it is a weak solution of

(5.1).
- The remaining part of the proof follows from the
corollary of the main theorem. Ol
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