Multiple periodic solutions for p-Laplacian
problems with convex-concave nonlinearities

Nadir Sari

Abstract

We prove the existence of at least three periodic solutions of a nonlinear
differential equation involving p-Laplacian and convex-concave nonlinearities.

1 Introduction

In this paper, we deal with the existence of multiple solutions to the periodic bound-
ary conditions problem

— L ar20) + a2 = Aa(@) [l + B@) [l P+ f(z), ueRY
dz (1.1)

where, f is a nonzero continuous 1-periodic vector-valued function, v and (3 are pos-
itive continuous 1-periodic scalar-valued functions, A a real positive number and | . |
is the euclidean norm in RY. Here, we are interested by nonhomogeneous nonlinear
equations with concave and convex nonlinearities, so we will assume hereafter

l<g<p<r

The operator —-&(|u[P~%4) is the so-called one-dimensional p—Laplacian, which re-
duces to the linear operator ”second derivative” for p = 2.
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The literature dealing with existence and multiplicity results for two-points
boundary value problems involving the p—Laplacian operator is very extensive. We
can refer the reader to [1, 2, 4, 5, 11, 15, 20, 24] and the references therein. In
particular, problems with concave-convex nonlinearities in the homogeneous case
(f =0) are considered in [1, 2, 20].

The case of periodic boundary conditions has been studied in [6, 10, 13, 14, 16,
23]. In [16], the authors consider nonhomogeneous nonlinear equations with convex
(or concave) nonlinearities. For such kind of problems, various methods are used like
topological methods, time map methods and variational methods. In this paper, we
use variational tools and follow the ideas developed in the so-called fibering method
[17, 18, 19] which was later used and developed by several authors. In particular,
in this framework, we use tools like the extraction of Palais-Smale sequences in the
Nehari manifold [9] and show existence and multiplicity results. Here, we consider
a nonhomogeneous and non autonomous differential equation with convex-concave
nonlinearities.

The paper is organized as follow. In the next section, we introduce some nota-
tions and definitions and state some technical lemmas. In section 3, we establish
ground state constrained minimization problems associated to the problem (1.1) and
establish the existence of Palais-Smale sequences for the corresponding functionals.
Finally in section 4, we give the proof of our main result.

2 The main result and preliminaries

By solutions of the problem (1.1) we understand critical points of the associated
Euler-Lagrange functional

Blu) = P() = 2Qlu) ~ + Alw) ~ L(u)

in the Banach space W := {u € W'?([0,1]) : u(0) = u(1)} endowed with the norm
1 1 1/p
il = ([t de [ ar)
0 0

P(w) = JulP, Q) = [ a(w)lu(e)vd

where

1

R(w) = [ f)lu(o)ldr, Lo)= [ f()-u(r)da

and ”-” denotes the inner product in RV,

Since o and (3 are positive and continuous functions then the norms defined by

|ull, = Q(u)Y9 and |Jul|, = R(u)'/" are equivalent to the respective ones of L4([0, 1])

and L" ([0, 1]). So, in the sequel, we consider these spaces equipped with these norms.
Here we state our main existence result. Let

X = inf é\o—p,
v Qu) R (u)
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where S is the unit sphere of W and

r—gq

— r— — T—p
Go_ P <p q) '
p—a\r—q

If the norm of the nonhomogeneous term f is sufficiently small, then we obtain at
least three nontrivial solutions.

Theorem 2.1. Let 1 < g <p <r, A €0, X[ and f a nonzero function in the dual
space of W werifying (3.1). Then the problem (1.1) has at least three nontrivial
solutions.

Make precise that our existence and multiplicity result is nonlocal. Indeed, we
will see in the next section that A is greater than a positive constant depending
only on «, 3, p, ¢ and r. Remark also, in [16], the authors consider some nonho-
mogeneous and non autonomous nonlinear equations with only convex(or concave)
nonlinearities.

Let us define the Nehari manifold

N ={ueW\{0}: E'(u)(u) =0}.

It is well known that this manifold contains all critical points of the Euler-Lagrange
functional F, which is usually bounded below on it. So we can easily seek critical
points of £ on N by minimization. An interesting characterization of the Nehari
manifold AV, which will be used below, is the following

N:{tu cue W\ {0} and %—f(tu):O}

Then following the fibering scheme, it is natural to introduce the modified Euler-
Lagrange functional [7, 12, 17, 18, 19, 22, 21] E defined on R x W by

B(t,u) = B(tu) = - tP(u) - 2 |'Q(u) ~ L|eRw) ~ tL(u).

The method consists to find, for a given v € W \ {0}, critical points ¢(u) of the
real valued function t — E(t,u) then substituting ¢ by ¢(u) into E(t,u) we obtain a
new functional J(u) := E(t(u),u). If u* is a critical point of the functional J then
t(u*)u* is a critical points of £ on W.

Let u be an arbitrary element of W \ {0}, we consider
OE(t,u) = F(t,u) — L(u)
where F(t,u) = t|t|P72P(u) — M[t]92Q(u) — t|t|""2R(u) and
O E(t,u) = (p = DI Pu) = Mg = DIt*?Q(u) — (r = D[t *R(u)

respectively the first and the second derivative of the real valued function: t +—
E(t, ).

To determine the zeros of t — 9, E(t,u) we analyze the function t — F(t,u)
which is an odd function so it suffices to consider positive value of ¢.
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Lemma 2.2. For every u € W \ {0}, there is a unique A\o(u) > 0 such that for all
0 < X < Xo(u), the real valued function t — F(t,u) has exactly one positive global
maximum F(t(u),u) and one negative local minimum F(t(u),u).

Proof. Let u be an arbitrary element of W\ {0} and let us show the existence
of t(u) and t(u).
Let
O F(t,u) =t 2G(t,u),
where G(t,u) = (p — D)tP"7P(u) — AM(qg — 1)Q(u) — (r — 1)t" 9 R(u).
Then
O F (t,u) = (q — 2)t9°G(t, u) + "9, G(t,u),

with
AG(tu) = ((p=1)(p — @) P(u) = (r = 1)(r — Q) "R(u))

It is clear that the real valued function ¢ — G(t,u) is increasing on (0,%(u)),
decreasing on (t(u), +00) and attains its unique maximum for ¢ = ¢(u), where

t(u): <(p_1)(p_Q) P(”))” (21)

Thus, the function t — G(t,u) has two positive zeros (resp. one positive zero) if
G(t(u),u) > 0 (resp. if G(t(u),u) = 0) and has no zero if G(¢(u),u) < 0. On the
other hand, a direct computation gives

r—q

) ™ R(u) = Mg — DQ).

(p—1)(p—q) P(u)
(r=1)(r — q) R(u)

Similarly, G(t(u),u) > 0 (resp. G(t(u),u) < 0) if A < A(u) (resp. A > A(u)) and
G(t(u),u) =0 if A = A(u), where

Glt(u),u) = (r — 1) =2 (

pP—q

. PR
AMu)=C —, 2.2
= ) 22
with -
A~ (=1 —=p) (p-1p-q )\
i PR . ((r—n(r—q)) '

Hence, if A € (0, A(u)), the real valued function ¢t — 0,F(t,u) has exactly two
positive zeros, denoted by t(u) and t(u), verifying 0 < t(u) < t(u) < #(u).

Since, G(t(u),u) = G(t(u),u) = 0, ;G(t,u) > 0 for t < t(u) and O,G(t,u) < 0
for t > t(u), it follows that

OuF (t(u),u) >0 and Oy F(t(u),u) <O0.

This means that the real valued function t — F'(t,u), t > 0, achieves its unique
local minimum at ¢(u) and its global maximum at #(u).
Now we compute Ag(u) such that F(f(u),u) > 0 and F(t(u),u) < 0.
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Let F(t,u) =t H(t,u), where H(t,u) = tP"9P(u) — A\Q(u) — t""9R(u). Then
similar computations as in the first part of the proof show that there is a constant
Ao(u) defined by

r—q

Molu) = G—L W) 23
Q(u) R (u)
with -
Go_ =P <p—q>””
p—q\r—q

such that, if A € (0, A\g(u)), the real valued function ¢t — F(¢,u) has two positive
ZETOS.

Now it suffices to remark that A(u) > Ag(u), since A(u) = % (%)ﬁ Ao(u)

r—1 -1 :"%q
and —1 (%) P> |
Let us notice that for every real number v > 0, we have

E(yt,%) = B(t,u),

_ 1 -
atE <7t7 E) = _atE(t7u>7
Y v
_ 1 -
OuE <7t7 E) = _zattE(tau)'
7 Y

It follows that t(%) = ~t(u). Consequently, the functionals u — F(t(u),u) and
u— F(t(u),u) defined on W \ {0} are 0-homogeneous, so we can assume hereafter
u € S where S is the unit sphere of W.
Let
X = inf Ao(u). (2.4)

u€es
If Sy (resp. S;) denotes the best Sobolev constant of the embedding W C L(0, 1)
(resp. W C L"(0,1)), then A > X where

X = C(S,)"7(S,) 7= > 0.

Lemma 2.3. If A € (0, ) then it holds

F= irelgF(t(u),u) > 0.
Proof.

By contradiction suppose that F' = 0, there exists a sequence (u,,) in S such that
lim,, 1 F'(t(uy), u,) = 0. This implies, up to a subsequence denoted again by (u,,),
that

TPt — M) Qun) — F(un) R(un) = 0,(1) (2.5)
and by definition of #(u,), F(t(u,),u,) > 0 for all n € N.
On the other hand for all n € N, 0,F(t(uy), u,) = 0 then

(P = DE(ua)”" = (¢ = DA (ua)* Q(un) — (r — DE(un)" " R(un) =0 (2.6)
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By the embedding W C L7(0,1), there is C' > 0 such that R(u,) < C.
We consider two cases:

o lim, ., t(u,) =0.
Since p < r the last term in (2.6) is 0,((u,)?"!) and we derive from this
equation that

Qun) = Ag—1

E(1n )™ + 0 (F(u)P79).

It follows

that is strictly negative for sufficiently large n. We get a contradiction.

e The sequence t(u,) is bounded away from zero.
Combining the equations (2.5) and (2.6), we obtain easily

Rl(un) = f — gz(un)p—f + 0 (F(1) ) (2.7)
and L —q. . .
Qun) = N — pt(un)p T+ on(t(un) ™). (2.8)

Substituting R(u,) and Q(u,) in the equation (2.5), it follows

) <Z_£;tjl:;2i;_> — 0n(1).

r—=p)(r—aq)

Then we get a contradiction. [

3 Constrained minimization problems

For every 0 < X\ < XL if |F(t(u),u)] < |L(u)| < F(t(u),u) then the real valued
function t € R +— 9;F(t,u) has exactly five distinct zeros. Hence if |L(u)] < F
then this function has at least three distinct zeros denoted by ¢;(u) 1 < i < 3 with
t1(u) < to(u) < t3(u), where ty(u) corresponds to a local minimum, ¢;(u) and ¢3(u)
correspond to local maxima of E (.,u). In particular, this holds if the inequality

flle < F (3.1)

where || ||« denote the norm on the dual space of W, is satisfied, since for all u € S,
|L(u)| < ||fl||«. Make precise that if u € S is such that L(u) > 0 (resp. L(u) < 0)
then i (u) < 0 < t5 (u) < t5 (u) (resp. t; (u) < t5 (u) < 0 < t5 (u)) and we get the
following identities

t7(u) = —t5 (—u), t3(u)=—t;(—u) and tJ(u) = —t;(—u), VuesS. (3.2)

Since we are interested by nontrivial solutions to Problem (1.1), we have to show
that +co and 0 are not accumulation points for ¢;(u), i € {1,2,3}, when u describes
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the unit sphere S. To show this, since L is odd and (3.2) holds true, we can confine
ourselves to the case where u describes the complete sub-manifold ST := {u € S :
L(u) > 0} of S. Indeed, if we define, on the sub-manifolds S*, the functionals
JE(u) == E(tf(u),u), i € {1,2,3} we have for u € St, J;i* (u) = J; (—u). So, in the
sequel we drop the sign ”plus” ; denoting ¢;(u) := ¢ (u) and J;(u) := J;" (u).

Lemma 3.1. Let A € (0,\) and f in the dual space of W verifying (3.1). Then the
functionals J;(u) defined on ST are bounded below.

Proof.  For every i € {1,2,3}, using the fact that O,E(ti(u),u) = 0 in the
expression F(t;(u),u), we get

7 = (3= ) or (3= Ll + (- 1) utwit 63

p

7= (5= 1) or + (3 = 2 sy + (5 - 1) Il

p

where S, denotes the best Sobolev constant in the embedding W C L9(0,1). The
hypothesis 1 < g < p < r achieves the claim. [ |

At this stage, we can define
a; = inf J;(u), € {1,2,3}. (3.4)
uest

Under the assumptions of the previous lemma, we have
Lemma 3.2. If (u’) C ST, i € {1,2,3}, are minimizing sequences of o; then

(i) liminf ¢;(u)) > —oo0 and limsup t;(u)) < 0,

n—+0o0 n——+o00

(ii) liminf t5(u?) > —oo and limsup to(u?) <0,

n—-4o0o n—-—+o0o

(iii) liminf t3(u) >0 and limsup t3(ul) < +oo,

n—+00 n—-+o0

Proof.  First of all we show that, for i € {1,2,3}, the sequence (t;(u},)) is
bounded. Since 9,E(t;(ul), ul) = 0, it follows that

[ta(wp) P = Alt(w)1°QQur) + [t ()" R(ws,) + ta(u) L(uy,) ,
< Atiup) 1O (R(up)) ™ + [taup) " Rus,) + elti(up) [P + Ce| £

for some 0 < £ < 1 and some positive constant C.. Hence
(1= e)lti(up) " < AC(|t: ()" Rwy,))* + [t ()" R(ul,) + Ce[ £117-

Suppose that [¢;(u’)[P — +oo as n — +o0o0. Then |t;(u’)|"R(ul) — 400 and it
follows, since ¢/r < 1 < p, that (|t;(u?)"|R(u}))* and t;(u’)L(u?) are negligible

n
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with respect to |t;(u)|"R(ul). Thus, |t;(u)P = |t;(ul)|"R(ut)(1 + 0,(1)) and con-
sequently

i) = ) RGs) (3 = 1) (14 o)
which tends to 400 with n, and this is impossible.

Now we show that the sequence (t2(u?)) is bounded away from zero. Since
(u?) is bounded in W then, there exists a subsequence of (u2), still denoted by
(u2), which converges to some u, weakly in W and strongly in L*([0, 1]), for every
s > 1. Recall that for every u € ST and A € (0,\), we have 9,E(ty(u), u) = 0 and
OuE(ta(u),u) # 0. Then the implicit function theorem implies that t(u) is C* with
respect to u since F is. Then Jy(u,) tends to zero when n tends to +00. Since ay
is strictly negative we get a contradiction.

We show, in the same manner for 7 = 1 and ¢ = 3, that the sequences (¢;(u'))
are bounded away from zero.

Using 8, E(t;(ul),ul) = 0 in the inequality 9y E(t;(ul), ul) < 0, we get
(p = @)t = (r = @)ti(uy,)" ™ Rluy) + (¢ — 1) L(u) <0
Since, (¢ — 1)L(u) > 0 and R(u) < S7, it follows
p—aq<(r—q)Situ,) "
Then if ¢;(u,) tends to zero when n tends to +o00, we get a contradiction. (]

Under the assumptions of Lemma 3.1, we have

Proposition 3.3. Let (ul) C S be a minimizing sequence of o, i € {1,2,3}. Then,

(U == (t;(ul)ul) is a Palais-Smale sequence for the functional E.

The main idea of this proof is in [9], we thank A. El Hamidi for bringing to our
attention this issue.

Proof.  For every i € {1,2,3}, we prove the statement in the same way so
we drop the index and consider (u,) C ST be a minimizing sequence of a of the
functional J. First, according to the previous lemma, it is clear that (U,,) is bounded
in W. Using the Ekeland variational principle on the complete manifold (S*,||.]|)
to the functional J, we conclude that

1
|J/(un)(90n)| < EH‘PnHa for every ¢, € Tu7LS+>

where T, ST is the tangent space to ST at the point w,. Moreover, for every
©n € Ty, ST, one has
T (wn)(pn) = OB (t(tn), wn)t (tn) (9n) + OuB (1), 1) (20),
= 0uE(t(un), un)(n),
since 9, E(t(tn, A), upn) = 0.
Furthermore, let
m: W\{0} — RxS

u o (Il i) = (i (w), ma(u)).
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Applying Hoélder’s inequality, we get for every (u, ) € (W \ {0}) x W:

{IW&(U)(@O)I < el
Imp(u) ()] < 24

From Lemma 3.2, there is a positive constant C' such that
[t(u,)| > C, ¥V neN.

Then for every ¢ € W, there are ¢! € R and ¢ € T,, ST such that |p}| < ||¢]|,
lenll < Zllell and

E'(t(un)un)(p) = atEN(t(un)a un)(‘Prlz) + auE(t(un)> un)(SOi),
= OuBE(t(un),un)(}),
= J'(un)(7)-

Therefore,

E' (t(un)un) ()

IA

1
~[lenl]
n

IN

2 el
nC’SO'

We easily conclude that
lim ||E'(U,)|]s = 0.

n—oo

4 Proof of the main theorem

Proof of Theorem 2.1

We will use the notations of the previous theorem. According to proposition 3.3,
we know that E(U!) converges to o, ||E'(U!)||« converges to 0 as n tends to +oo
and that (U!) is bounded in W. Passing if necessary to a subsequence, we have

U — U in W,
Ul — U in L°(0,1), forall §>1,
U — U ae (0,1).

Let v), = Ul — U", then using Theorem 3.3 and a lemma due to Brézis-Lieb [3], we
get

leillr = OEIP = 107+ o (1),
leilly = U312 = 107l + ou(1),
leill; = WO = [Tl + on(D)



606 N. Sari

It follows that

E(v}) = E(U}) = EU) + ou(1)

E'(v,) = E'(Uy,) = E'(U") + 0,(1),
and consequently E’'(v!)v! — 0 as n — +oo, which implies that
[[vnlI? = Aoy [12 + (g |I7 + 0a(1).

Therefore, ||v%||P — 0 as n — +o0o. We conclude that U’ converges strongly to U
in W, and consequently U*, i € {1,2,3}, are nontrivial solutions to Problem 1.1.
On the other hand, it is clear that

U' =t,(u)u’, i€{1,2,3}.
hold true. Moreover, using the fact that
Eyu(ts(u?),u?) >0 and Ey(t;(u'),v’) <0, ie{1,3},

we get

U?#4U' and U? # U3,
Suppose that U = U3, then we get necessarily t;(u') = —t3(u?). Therefore u' =
—u?, L(u;) = L(uz) = 0 and L(U;) = L(Us) = 0. Recall that if L(u) = 0 then
E(u) = E(—u), so in this case, if U' is a solution then —U" is too. This achieves
the proof. =
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