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1. Introduction and Summary

In our previous paper [4 ], we have proved that the modified likelihood
ratio test (=modified LR test) for the equality of a covariance matrix }; to
a given one X}, in a p-variate normal distribution is unbiased. The power
function of this test depends only on the characteristic roots of ;X571 In
this note we prove that this power function is a monotonically increasing
(decreasing) function of each of the characteristic roots of };3;;!, when it is
greater (less) than one, that is, it has the monotonicity property.

2. The monotonicity of the test

Let px1 vectors X, ..., Xy (N>p) be a random sample from a multi-
variate normal distribution with unknown mean vector # and unknown covari-
ance matrix ) (det Y;=:0). We wish to test the hypothesis H: };=2]
against the alternatives K: }; ¢ );, where # is unknown and }}, is a given
positive definite matrix (p.d. matrix). The LR critical region for this prob-
lem is given by, as in Anderson [17],

@.1) o' = SIS is p.d. and|S5:1|? etr[—% zgls]gca} ,

where the symbol etr means exptr, S= 2, (X,—X)(X,—X) and X=
N> .X, The constant ¢, is determined such that the level of this test
is @. By replacing |SX5'[Y/2 to |S535V "1'2 as in our previous paper [4],
we can prove the following theorem.

Turorem 1. For testing the hypothesis H: 3, =3, against the alternatives
K: X322 for unknown mean p, the following modified LR critical region
given by

2.2) o= {s |S is p.d. and |SX; |‘3’etr[— % Zg‘Scha}

has the monotonicity property with respect to each of the p-characteristic roots

of 2255Y, that is, ch(X X7 =(0%, -, 0%), where S= 11, X.—X)(X.—X) and
n=N—1. More precisely, the power function increases (decreases) with respect
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to each of any 0% when 0% >>1 (0% 1) for fixed 0%, ..., 0%_,, 02,4, -, 03

Proor. The statistic S is distributed-according to the Wishart distri-
bution W(3;, n), so the power function of the test o is given by

L (n—p— n
@3)  Pe@lD=cnl  ISITT Y B Fetn| - B8 s
secw 2

where ¢} =nte- 01202 [T%_ \I'[(n—i+1)/2]. Put A= 3;2S;,5V/%, then the
matrix 4 is also p.d. and the Jacobian is given by |04/0S| =Xt 12,
Therefore we have

1

@4) P D =cps 14157 T0 ) Fetr| 3 BB AT |dd

where v, = {AIA is p.d. and |A|"? etr[—%Acha}. Let T be an orthog-

onal matrix such that T'3;'23 3, *T=4, where 4=diag(d?, -.., 62). Put
B=T'AT, then B is also p.d. and the Jacobian is given by |0B/64|=1. On
the other hand, T'AT € w, is equivalent to 4 € w; for any orthogonal matrix

T. Thus we have
L a-p-1 _n 1,
(2.5) PK<w1|z:>=c,,,,,g IB|® 4] zetr[— 4 B]dB.
Bew,

So the power function depends only on 4, namely, Px(w,| 2;)=Px(w,|4). Put
B=D'"?RD'*" where D"*=diag (b1, ..., b}}?) and b;; means i-th diagonal ele-
ment of B, then the Jacobian |0B/3(R,D)|=|D|? V2 Put wgx= {D|B=
D'?’RD'"” ¢ w,}, then we can write

1 oy n _ n
(2.6) PK(wlm):c,,_,,S IRz ”ng 1k ‘|A|“2etr[—l/1-m]dn
R>0 WR 2
Lo, 4
—cpa| IRIETVR0% -, 03 R)R,

where 8(0%, ..., 02|R) =\ ITt_,6%/>-1(0%)"'? exp[ —b;,;/202]db,,, and the re-
P R

gion R>0 means the set of all p.d. matrices such that all diagonal elements
are one. We can show that if §¥2>>0%>1 or 0¥2<6? <1, then

(2'7) B(a%, Tty 612—15 6){k23 6%+1’ ) 6§|R)23(6%5 Ty 6%3 ) 6%'1{)

For instance, the range of the integration with respect to variable &;; for fixed
baoy -, bpp is written as 72 exp[ — b,,/2] <cu|R|™"2IT%_,b77'2 exp[b,;/2].
By the following lemma which assures the monotonicity of the power func-
tion of the test (2.2) in case of p=1, we have B(07%,03, .-, 03| R)>>8(0%, ---, 02| R)

T This transformation was used by Gleser [2] to prove the unbiasedness of the sphericity test.
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for 0¥2>0%>1o0r 0f2<{d?<1. By integrating the inequality multiplied by
|R|™=#-1'% on both sides of (2.7) with respect to R, we have the desired con-
clusion. ‘

Now it is enough to prove Theorem 1 in the univariate case, which was
stated by Ramachandran [3]. He, however, did not mention its proof explic-
itly. So we write the lemma with the sketch of the proof. We use ¢? and
o instead of covariance matrix 2] and 2.

LemMA. For testing the hypothesis H: o =0, against the alternatives
K: 020, for unknown mean u, the modified LR critical region given by

(2.8) 0= {sl >0 and (So;2)% exp[ —éSJgZJ < ca}

has the monotonicity property with respect to 0°=c?/c%, where S=3 1 (X,— X)?,
X=N'YY.X,and n=N—1.

Proor. Under the alternative K, the statistic S/ is distributed accord-
ing to x? distribution with n degrees of freedom, so the power function of
the test w is given by

(2.9) P(w|c®) = Cl,ngse S2 (6?2 exp[ — S/20%]dS

where cil = 2?2£F[n/2:]. Putting z=0;%S, we can write the power function
(2.9) as

(2.10) P(0,|0%) = cl,ng 25718278 exp[ — /267 dz,

FAXOR

where w;={z|z>0 and 22 exp[ —z/2]<cq}. Since the equation 2 exp[ —z/2]
=c, has exactly two solutions z=c¢; and cz(c,< c;), we obtain

(2.11) 41?%2@?) = ey,0%7 ()7 {czz exp[ —c,/20%]—c? exp[ — c1/262]}

= c1,4(0%)" (g)‘lc?’ exp[ —c,/20" ] {exp[(c2—c1)/2]
—exp[(cz—c1)/20%]}).

Thus if 0*>1 then dP(w,|0%)/do*>0 and if 0°<1 then dP(w,|0%)/do*<0.
Therefore the lemma is proved.

By the analogous argument as in the proof of Theorem 1, we have the
following theorem.

TueEOREM 2. For testing the hypothesis H': ;=200 #=4H, against the
alternatives K': Y] =¢ 230, #=Mo Where ), and g, are known, the LR critical
region given by
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212)  w*={s*|s* ispd. and |s*zgl|%etr[—%z;glsﬂgca},

where §*= 32 (X, — #0)(X.— #o), has the monotonicity property with res-
pect to each of ch(X X3,Y).

We can also generalize Theorem 1 to the £ sample case. Let px 1 vectors
X1, Xiz, -+, Xin, (N;>p) be a random sample from p-variate normal distribu-
tion with mean u; and covariance matrix %; (¢=1, ..., k). Put §;=
Y (X;a—X;)(X;o—X;) and n;=N,—1. Then we have the following theo-
rem by the sama argument as in the proof of Theorem 1.

Tueorem 3. For testing the hypothesis H": 3 ;= X0; (j=1,2, --., k) against
the alternatives K": X3;=¢ Yo for some i, where the mean u; is unspecified and
2o 8 a giwen p.d. matriz (j=1,2, ..., k), the modified LR critical region
given by

213) o= {(sl, S, oy SOIS; is pd. (=1, 2, .., k) and

mi| 18,55} % etr( — 5 ZalS)) | <ea}

has the monotonicity property with respect to each of ch(2; 2.1 (j=1,2, .., k).
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