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§1. Introduction.

1. If K is a relatively compact domain in the space C" of n complex
variables z,, -+, z, where n=2 and the boundary 0K of K is connected, then
every function f which is defined and holomorphic in a neighborhood of 0K
can be continued holomorphically into the whole K. This is well-known as a.
Hartogs-Osgood’s theorem and one of the most remarkable facts which distin-
guish the theory of functions of several complex variables from that of one
complex variable. The essential part of their proof is to show the.
following two:

1) (Local continuability.) If we assume that U is a neighborhood of a.

point p on the sphere {v =4} where v= §3 |z;|? and 4=0, then any holomorphic:
i1

function in U N {v > 4} is holomorphically continuable into a neighborhood of p.

2) (Global continuability.) If 4 is the set of non-negative real numbers.
A such that f can be continued holomorphically into K\ {v > 4}, then min 4
must be zero.

But unfortunately their discussions on 2) were incomplete. After a long
while A.B. Brown completed the proof (3.

2. In this paper we investigate a similar theorem on a complex manifold..
Main results are as follows:

Let X and Y be complex mainfolds and = be a holomorphic mapping of
X into Y whose raak is r at every point in X. Assume that there exists a.
strongly (r—1)-convex function v on Y (Def. 5). By the generalized Hartogs
theorem of continuity essentially due to H. Behnke and F. Sommer (2],
we have

(@) Every holomorphic function in UN{ver >voz(p)}, where U is a
netghborhood of a point p in X, admits a holomorphic continuation in a neigh-
borhood of p which is possibly many-valued (§ 3).

(b) If we assume furthermore that Y is purely r-dimensional, then the
continuation in (@) is single-valued (§4).

About the global continuability, using some properties of real analytic
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functions (§ 6) we have

(c) In addition to the assumptions in (b), we assume that v is proper and
{a<v<BYEY for any real numbers a < B. If K is a compact set in X and
D is an open set in X containing K such that D—K 1is connected, then any
holomorphic function in D—K can be continued holomorphically into the whole
D (§§5~7).

Since a Stein manifold X with dim, X=2 for any p in X satisfles the
assumptions of (c), the Hartogs-Osgood theorem is true on it. If = is a proper
holomorphic mapping of a complex manifold X into a purely 7-dimensional
Stein manifold Y where =2 and the rank of 7z is # at every point in X, then
X satisfies the assumptions of (c) and the Hartogs-Osgood theorem holds on X.

3. In this paper we discuss the above results for F-valued holomorphic
functions, where & is a Hausdorff topological vector space over ¢ which is
locally convex and complete. Consequently we have some generalizations of
the Hartogs-Osgood theorem as follows:

(d) Let X be a complex manifold satisfying the assumptions of (c) and Z
be an arbitrary complex manifold. Let K and D be the same as in (¢c). Then
every holomorphic functions in (D—K)XZ can be continued holomorphically
into DX Z (§ 8).

(e) In (c), we assume that f(p,t) is a k-times continuously differentiable
family of holomorphic functions in D—K with parameters t in a differentiable
manifold of class C¥. Then the continued functions g(p, ) in D by (c) constitute

also a k-times continuously differentiable family of holomorphic functions in
D (§8).

§2. Vector-valued holomorphic functions.

1. Let & be a Hausdorff topological vector space over the complex number
field ¢ which is locally convex and complete.
DEFINITION 1. A multiple series 2} @,,.,, in < is called absolutely con-

Y1tten
vergent if X [|a,,.., [ is convergent for any continuous semi-norm || || on &.

vitwen

We have

LemMMA 1. Let {a,,.,,} be a multiple sequence in F and p,, -, 0, be a
system of positive real numbers. If the set {|a,,.., || pf* -+ par} is bounded for
any continuous semi-norm || | on F, then the series 3 Gy, 21t -+ 2% 1S

vitvn

absolutely and uniformly convergent on any compact set in {|z,| < py, -+, |2xl
< Pn}

2. Let f be an F-valued function defined on an open set G in a complex
manifold X.

DEFINITION 2. The function f is called holomorphic on G, if f is continuous
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and uof is holomorphic on G for any complex-valued continuous linear func-
tional u on .

In particular, a C-valued holomorphic function is nothing but an ordinary
holomorphic function. In the following, for brevity, we call it a holomorphic
function.

For every Z-valued holomorphic function / which is defined on an open
set containing the polycylinder {z;]|z;—a;| = p;}, we have Cauchy’s integral
formula

f(cl: ) Cn)
Sz, oy 20)= (271'1)” j _f (=  (Co—2n) dg, -+ dg, )

Cimagl=pg

and hence a convergent power series expansmn

f(zll Tty Zn): 2 aul-uvn(zl_’al)ul (Zn’—an)un (2)

vi-.on

‘where

aur--vn ey

L (o

V]_! e ! azi’l s az;’Ln

-———1 f(CD rCn) .
T @r)” JI j (Ci—a) o (Ca—ay)n T ag, - dg, A3)

1C;—al=p;

Accordingly, we can verify many other function-theoretic properties for -
valued holomorphic functions, e.g. the theorem of identity, Weierstrass’ double
series theorem, Riemann’s theorem on removable singularities and so on. We
use some of them without proof in the following.

3. LEmMMA 2. Let || | be a continuous semi-norm on F and f an F-valued
holomorphic function on an open set G. Then v(p)=|f(P)| is a plurisub-
harmonic function on G.

PROOF. For any holomorphic mapping z: =7(f) of a domain G’ in €' into
G, f(z(?)) is an F-valued holomorphic function on G’. By the formula (1) and
the properties of || ||, we have the inequality

1ot | < 5 [ 1 o0tk pe®) 1O

where t, is a point in G’ and p is a positive real number such that the set
{t;|t,—t|=p} is contained in G’. This shows that the real-valued function
[ (fer)®)| is subharmonic on G’. By definition, v(p) is a plurisubharmonic
function on G. q.e. d.

DErINITION 3. Let M be an analytic set in an open set G in a complex
manifold X. A real-valued function v on M is called plurisubharmonic if for
any point p in M there exist a neighborhood V of p in X and a plurisub-
harmonic function 7 in V such that ¥ coincides with v on M N\ V.

LEMMA 3. Let M be a connected analytic set in a domain G in a complex
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manifold. A plurisubharmonic function v on M satisfies the maximum principle,
that is, it cannot take the maximum at an interior point of M unless it is
constant. (Cf. H. Grauert and R. Remmert [5].)

PrROOF. Suppose v takes its maximum at a point p in M. By the con-
nectivity of M it is sufficient to show that v is constant in a neighborhood
of p in M. Moreover, we may assume that M is irreducible and k-dimensional
at p. As is well known, there exists a polycylinder U:={|z;|<py, =, 2.l
< p,} referred to a suitable coordinates zy, :--, z,, with p =(0), such that the
canonical projection ¢ of MU onto U*: = {|z,|<p,, -, |z:| < px} is a proper
and nowhere degenerate mapping with o tea(P))N\NMNU={p}. We take a
point ¢ in MNU and the complex line L in U* joining the origin with ¢(g)-
The analytic set ¢7*(L) is of dimension 1 and any irreducible component of
it contains the point p. We take its normalization z : - o~Y(L). The function
vor is subharmonic on the Riemann surface L and takes its maximum at the
points in the set z=(p) which intersects with any connected component of L.
By the maximum principle for subharmonic functions, vor is constant on r
and, in particular, v(p) =v(g). Hence, v is identically equal to v(p) on M\ U.
This completes the proof. g.e.d.

Now, we have

PROPOSITION 1. Let G be an open subset of a complex manifold and M a
connected analytic set in G. For any F-valued holomorphic function f in G
and any continuous semi-norm | | on F, the restriction of v(p):=|f(D)] to
M satisfies the maximum principle on M.

§3. Hartogs’ theorem of continuity.

1. In this section, we give local boundary conditions for the continuation
of F-valued holomorphic functions. For a moment, we restrict ourselves to
subsets in C". For a fixed system of coordinates in C", we define the distance
p(z, z") of two points z=(z,, -+, z,) and z’=(zj, -+ , z,) by the equality p(z, z")
:=max {]|z;—=z;|; 1L=1=n}. By this distance, we can define the distance p(4, B}
of two sets A and B, the distance p(p, A) of a point p from a set A, e-neigh-
borhood S(A4, ¢) of a set A and so on.

The following proposition was proved by H. Cartan and P. Thullen [4].
Since we are considering here Z-valued holomorphic functions, we sketch the
proof.

PROPOSITION 2. Let G be an open setin C* and K a compact subset of it.
Suppose that a point p, in G satisfies the condition

1/(po) || = max { {A(D)]i; p € K} €Y

for any F-valued holomorphic function f on G and any continuous semi-norm
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I | on &. Then, for any F-valued holomorphic function f on G, there exists
an F-valued holomorphic function g in S(p,, p) which is equal to f in a neigh-
borhood of p, where p=p(K, 0G).

Proor. The function f has a convergent power series expansion (2) with
center at p,=(a,, -+, a,). Then for a sufficiently small positive real number
g, we have

(p—ey

gyttt
a1t tyg —
(o= sy | == | () (from (3))
(p—eprtivn | g -

<sup {W 52,“1 — D )q“ = K} (from the hypothesis)

=sup {1/ @] ; g€ (K, p—e)} (from (3)).

Hence {(p—e)*1* | a,,.,,|l} is bounded for any continuous semi-norm on <.
Then apply Lemma 1. qg.e.d.

2. Let G be an open subset of a complex manifold X and p be a point
in X. We consider a family of analytic sets

M,: ¢z, t)=0, 1515

in a coordinate neighborhood U of p, where z=(z,, ---, z,) is a fixed system
of local coordinates in U, t=({,, -, t,) 1S a system of parameters defined in
a neighborhood of the origin 0 in €™ and every ¢z, {) is a continuous family
of holomorphic functions, that is, continuous with respect to variables (z, f)
and holomorphic with respect to variables z.

DEFINITION 4. We call the set G to be analytically concave at p if there
exist a coordinate neighborhood U of p and a family of analytic sets M, in
U as above with the following properties:

1) M,=p and M,—{p}CG.

2) There exists a sequence of parameters (= (#{, ---, 1) converging to
the origin 0 and satisfying the condition M;w U C G U.

3) M, and all M,» have no isolated irreducible component in G.

4) Any neighborhood of p intersects with infinitely many M,w».

Now, we have the following generalized Hartogs’ theorem of continuity,
essentially due to H. Behnke and F. Sommer [2].

THEOREM 1. Let G be an open subset of a complex manifold X and p a
point in X such that dim, X=2 and G is analytically concave at p. Then
there exists a connected neighborhood W of p such that every F-valued holomor-
phic function on G admits a holomorphic continuation in W, which is possibly
many-valued.

PROOF. By assumption, there exists a family of analytic sets M, in a
coordinate neighborhood U of p with the properties of Definition 4. To apply
Proposition 2, we regard the neighborhood U as an open subset of ¢* Take
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a polycylinder U’:=S(p, p) such that S(p,2p) CcU. Then, for almost all v
oy =pMw»NoU’, UN0G) is bounded by a positive real number ¢ from below.
In fact, if a subsequence {p,,} of {p,} converges to zero, we can take a
sequence of points z* in U’ N M,ww such that the sequence p(z*, 3G) con-
verges to zero. By the compactness of dUU’, we may assume {z*“} converges.
to a point 2z in 0U’, which must be contained in 0¢G. The continuity of
¢i(z, t) implies ¢;(z®, 0) =0 (1 £ i <) and hence z%= M, dU’. This contradicts.
oU' "My oG =¢.

By the condition 4), we can take v with p, > p(U' N M,», p). Putting
K= Mo noU’, we take a point p, in U’ M,» such that p(p,, p) <p,. By
the condition 3) and Proposition 1, the relation (4) in Proposition 2 holds for
any Z-valued holomorphic function on G and continuous semi-norm on &. Let
W be a neighborhood of p such that W S(p,, p,). Proposition 2 implies that,
for any “-valued holomorphic function f on G, there exists an Z-valued
holomorphic function g on W which is equal to f in a non-empty open subset
of GW. This proves Theorem 1. g.e.d.

REMARK. In the above proof, the point p, can be chosen to be arbitrarily

near to p. Thus, if we put W::S<p, %) for any small neighborhood V of

p we can find an Z-valued holomorphic function in W which is equal to f on
a non-empty open subset of VAW NG.

3. Now, we take a real-valued function v of class C? on an n-dimensional
complex manifold X.

DerFINITION 5. The function v is called strongly s-convex at a point p in

2
X if the hermitian matrix (( 9 v_ ) ) has at least n—s-+41 positive proper
02,02, /p
values, where z,, --- , z, is a suitable system of coordinates in a neighborhood

of p.

DEFINITION 5. An open subset G of X is called strongly s-convex at a
boundary point p of G, if GNU={v <0} " U for a neighborhood U of p and
a strongly s-convex function v at p defined on U. And G is called strongly
s-convex if G is strongly s-convex at every boundary point of G.

PROPOSITION 3. Let v be a holomorphic mapping of a connected complex
manifold X of dimension at least two into another complex manifold Y with
the rank r=r(p):=codim, t7toz(p) at a point p in X and v be a real-valued
Junction on Y which is strongly (r—1)-convex at ©(p). Then the open subset
Xy={vor>A:=vor(p)} of X is analytically concave at p.

Proor. For every mapping r with the rank » at p we can take a system
of local coordinates z,, ---, 2, in a neighborhood U of p» such that z='oz(p)
NUN{z4.= - =2,=0} ={p}. And every strongly s-convex function v is
strongly plurisubharmonic on the submanifold L':={w,= -+ =w,—;, =0} in a
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neighborhood of ¢:=7(p) in Y for a suitable system of coordinates wy, -+, Wy,
with ¢=(0). Then, v has the expansion

v =v@+Regt 3 (500) wato(ul) ®

s<i,k=m awjawk
on L’, where Re¢ denotes the real part of the polynomial ¢ of degree at most

two: (p:2><< (; <an. )qw;)—l— <]§< (—53%07>qijk and o(Jw(?*) is Landau’s
szy=m J S=JR=m J

symbol. Now, we take a family of analytic sets

ML; z-1'_iL1: :Ts—l_ts—lzzrﬂ—ts: :Zn'—tn—r-lvs—lzgD/—tn—?'fs:O (6)
with complex parameters ¢=(t,, -+, t,—r1s), Where 7, is the i-th component of
7 with respect to the above coordinates wy, -+, w,, ¢’=¢oc7r if ¢x0 and
¢’ =z, with z;,,%0 on {r,= -+ =7,,,=2,4,= - =2,=0} if ¢=0. Since each

M, is the common zeros of n—7-s holomorphic functions, it has no irreducible
component of dimension smaller than »—s unless it is empty. In particular,
for a strongly (r—1)-convex function v, M, has no isolated irreducible component.
To complete the proof it is sufficient to show the above family of analytic
sets satisfies the conditions 1), 2) and 4) of To this end, we use
the expansion (5). Since the hermitian matrix (({ﬁi_} ) _ is positive
- wjawk g/ s=i.k=m
definite, we see v > 1 on the set {Rep =0} "L’ except the point ¢ in a suffi-
ciently small neighborhood of ¢g. Therefore the set M,—{p} is contained in

X;. If we take (0, -, 0, —i—~> as %, a sequence of analytic sets M,w satisfies

the conditions 2) and 4). This completes the proof. q.e.d.

REMARK. As easily seen in the above proof, for a holomorphic mapping:-
z of X into Y with the rank » at p and a strongly s-convex function v on Y,
there exists an (r—s)-dimensional loeally analytic set at p contained in the set
X;:={voz >4} except the point p.

COROLLARY. Under the same notations and conditions, every F-valued
holomorphic function on X admits a holomorphic continuation in a neighborhood
of p, which is possibly many-valued.

This is an immediate consequence of Theorem 1 and Proposition 3.

§4. Boundary conditions for the single-valued continuability.

1. In the previous section, we showed any <-valued holomorphic function
f on an open set G is holomorphically continuable to a neighborhood W of a
boundary point of G under some boundary conditions. For these results,
however, we must pay attention to the possible many-valuedness of the con-
tinued function, that is, the continued function in Theorem 1 is not necessarily
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equal to the original function on the whole G W. In this section, we state
on some sufficient boundary conditions for the single-valued continuability of
“F-valued holomorphic functions.

As a consequence of Theorem 1 we have first the following

PROPOSITION 4. Let G be an open set in a complex manifold X, which is
analytically concave at a point p in X. Suppose there exists a fundamental
system W of neighborhoods of p such that U NG is connected for every U in
U. Then there exists a connected neighborhood V of p such that every F-valued
holomorphic function in G admits a single-valued holomorphic continuation to
the whole V.

PROOF. As a desired neighborhood of », it is sufficient to take a set V
in N which 1is contained in the set W defined in the remark for Theorem 1.
Because for any ZF-valued holomorphic function f in G we have an <-valued
holomorphic function g on W which is equal to f on a non-empty open subset
of VNG and so g is necessarily equal to f on the whole domain V G by
the theorem of identity.

2. To give an important example satisfying the conditions in Proposition
4, we need some preparations.

DEFINITION 6. Take an open set G in a complex manifold X. The set G
is called Rothstein s-convex at a boundary point p of G if and only if any
locally analytic set of dimension at least s at p contains an exterior point of
G. And G is called Rothstein s-convex if G is Rothstein s-convex at every
boundary point of G.

The following proposition was given by W. Rothstein ([13], p. 117) in the
case v has the condition of regularity.

PROPOSITION 5. An open set G in a complex manifold which is strongly
s-convex at a boundary point p is Rothstein s-convex at p.

Therefore, a strongly s-convex set is Rothstein s-convex.

Proor. By Definition 5/, G is represented in a neighborhood U of p as
GNU={v<0} U with a strongly s-convex function v in U. Then v may
be considered as a strongly plurisubharmonic function on the submanifold
L:={z,= - =z.,=0} of U for a suitable coordinates z,, ---, z,. Take an
arbitrary analytic set M in U satisfying dim, M =s. Since ML is an at
least 1-dimensional analytic subset, Lemma 3 implies that the non constant
function v on M L has a positive value at a point sufficiently near to p.
This shows that M contains an exterior point of G. qg.e.d.

3. Now, we take a noetherian local ring A. The homological codimension
of A is by definition the number of elements in a maximal A-sequence, that
is, a maximal sequence ¢, -, ¢, in the maximal ideal m with the property
that, for every ideal a;,=(¢,, -+, ©)A, (=1, ---, 7), a,=(0), the residue class
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of ¢; modulo a;_; is not a zero divisor in the ring A/a;_;. As is well known,
the ring A,(M) of all holomorphic functions on an analytic set M at a point
P is a noetherian local ring. According to [1], p. 198, we denote the homo-
logical codimension of A,(M) by dih, M. Easily we obtain dim, M =dih, M.
If an analytic subset M of a complex manifold X is a complete intersection
at p, that is, the common zeros of codim, M holomorphic functions in a neigh-
borhood of p, we have dim, M =dih, M.

ProroSITION 6. Let M be an analytic set in a neighborhood of a point p
in C*. Suppose dih, M=2. Then, there exists a fundamental system W of
neighborhoods of p such that U \(M—{p}) is connected for every U in W. (R.
Hartshorne [7].)

ProOF. We take a sufficiently small neighborhood U such that any irre-
ducible component M; of M U contains p. Then the set M;—{p} is connected
for each M,;. If Un(M—{p}) is not connected the family M, divides into
two disjoint classes M, and M, such that M; N\ M; contains p isolatedly for
every M, M,, M;<=M,. This shows that the noetherian local ring A,(M)
has the following ring-theoretic properties. For any irredundant primary
decomposition of the zero ideal of A,(M)

O®=aNaN - Nas

the family {g;} divides into two disjoint classes @, and @, such that the
radical of ¢;\Jq; is equal to the maximal ideal for every ¢;€Q, and g, € Q,.
Now, we can apply the proof of R. Hatshorne [7] Proposition 2.1 to our case.
‘We omit the details.

4. LEMMA 4. Take a family of analytic sets

M;; o1—t,= - =@pg—lnp=0

in a neighborhood of the orvigin in C™ with parameters t={(1,, -+, t,-1), where
0<k<n. Suppose M, is of dimension k at the origin. Then there exist two
polycylinders U, V (UE V) with centers at the origin and a positive number ¢
such that (i) each irreducible component of UM, contains the origin and (ii)
each connected component of the set L::|[>‘J<5th(U— V) intersects with M,.

Proor. We consider the analytic set M*={p,—w,= ++ =@, x—W,_, =0}
in a neighborhood of the origin in C™*=C"XC"*, where w, -+, w,., iS a
system of coordinates in C*7*. Since M,=M*N{w,= - =w,_,=0} is of
dimension % at the origin, Remmert-Stein’s Einbettungssatz ([127]) implies that
for a suitable coordinates z, -, z, in a neighborhood of the origin, there
exists a polycylinder UxW:={]z;]<p;; 1= i=n}x{|w;|<eg; 1= <n—k}
with the following properties: the canonical projection o of M* (U X W) onto
the set UsXW :={|z;|<p;; 1 =1 =<k} XW is proper and nowhere degenerate
and M, satisfies the condition (i) for this U. Moreover, we can take another
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polycylinder V:={|z;|<pj; 1=<i<n} with p;<p; (1 £7=<n) and sufficiently
small polycylinder W’':={|w;|<e; 1=<j=<n—Fk} satisfying the condition
o~ (VEXW)= M* ~\(VxW’). Then o is also a proper and nowhere degenerate
mapping of the analytic set L*:=((U—V)XW’)\M* onto the domain
D:=(U*—V*xW’'. Hence o isopen and closed on L*. Since each connected
component C* of L* is open and closed in L¥, its image o¢(C*) is open and
closed, and therefore covers the domain D. This shows each C* intersects
with M,. Now, we take a point p in L and the point p* in L* corresponding
to p. The connected component of L containing p includes the image of the
connected component of L* containing p*, which intersects with M,. Thus
has been proved.

LEMMA 5. Let ¢ be the function 1) 0, 2) z, 3) 22 or 4) zw in the coordinates
z, wof C*, N be a thin analytic set in a neighborhood V of the origin and &
be a positive constant. For the function v=Re o+r(|z2+|w|?), there exists a
Jundamental system of neighborhoods U of the origin such that any curve ¢ in
G:=U—N with the end points ¢(0), c(1) in G, is homotopic in G to a curve
contained in G,, wherve G, denotes the set G {v <O0}.

Proor. For the case 1), it is sufficient to take an arbitrary connected
neighborhood U of the origin.

For the other cases, we take a sufficiently small neighborhood U:=U’
N {Re ¢ > —a} for a polycylinder U’'={]z|<p, |w|<p’} and a positive num-
ber a such that U,=Un{v >0} is connected and UNn{v =0} {¢=P} is
compact in U {¢=p} for each B with Re 8> —a. In fact, this is possible.
In any case, the set {w: v(a, w) >0} is the exterior of a disc in the w-plane
for every a. Making U sufficiently small, we see the fiber U® =Un{z=a}
N {v >0} is a non-empty connected set for an arbitrarily fixed a with {a|<p
in case 4) and furthermore Re ¢(a) > —a in case 2) or 3) where « is sufficiently
small. From this it follows easily that U, is connected. Then, it is sufficient
to take a satisfying a < min (xp?, £p’?).

Under these circumstances we shall show the set U satisfies the conditions
in Lemma 5. By the same argument as above for a sufficiently small poly-
cylinder U’, we see Ug=U’N{v >0} is connected. If N is of dimension 0 at
the origin, it is sufficient to take a polycylinder such that U§ is connected.
Suppose N to be of dimension 1. Then N may be assumed to be defined as
follows ;

N: y(z,w)=0 )

where y(z, w) is holemorphic in a neighborhood of . Without loss of gener-
ality, we may assume the given curve c(¥)=(z(t), w(®)) has the properties
z(Hw(t) # 0, whence we restrict ourselves to the set U\ {zw=0}. For the
case 4), we take new coordinates x=2zw and y=w in .U {zw+0}. For the
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case 2) and 3), we take the original coordinates x=2z and y=w in U. By the
connectivity of G, the curve c¢(¥)=(x(), y(t)) may be assumed to satisfy the
conditions that ¢(0) and ¢(1) are equal to a point p in U with Rege(p)>0
and N can be represented as y=¢(x) in a neighborhood of each point of
NN {x=x(#)}. Take the set 9 of parameters z in the interval [0,1] such
that there exists a curve c(t) = (x(t), y.(#)) homotopic to c(¥) in G {zw + 0}
with the properties (i) for some sequence 7,=0, 7., , 7, =17 c(D) G, if
tySt=cty, 1727 and %)= if Ty St=7y; 0=j=7), and (i) ()
=c() if t=7. And let 7, be the least upper bound of . Suppose 7,<1.
From the assumption of ¢(#), N has only a finite number of points over x = x(f)
on U which depend continuously on the parameter £. We denote by vy, -, ¥s
the points of U {x=x(r)} " N. We consider them as points in the y-plane.
Then we can take a neighborhood T'={¢; |{t—7,|<e} of 7, and sufficiently
small open discs D; with centers y; (1 <1< s) such that (i) ljir\D_j:gﬁ, Gi) if
(x(),We U, teT and y& D, then (x(t),») & N and (iii) if a point (x(2), y)
eUN{r=0} for some t=T and y< D,, then (x(0),y)e U for each t= T and
ye D,. By the definition of 7, there exists a curve c.()= (D), y() with
te T Ng. After a suitable deformation and parametrization ¢, may be
assumed to satisfy the conditions y.(#) e D; for each Toi1 ST 145, (),
(D)) eG for t/, te T and (x(?), ¥(r;) € G, for each t =7, where 7, denote the
numbers defined as the condition (ii) for z & 4.

Now, we can define a new curve ¢, homotopic to ¢(t) with 7, <7/ < 7,+¢
as follows. We join the curve segment c.(f) (0=t=r7,) with the segments
(@), y(z) =t=7), (x(z), y:(B) (z; =t =7,), (x(V), vz,) (z' =t =7, decreas-
ingly), (x(8), y:(8) (. =t=7y), -, (xz), yD) (zor=t=7) and c(®) =)
(r7 £t=£1), and parametrize the obtained curve so as to satisfy ¢’ g. This
contradicts the definition of z,. Hence, we have 7,=1. By the same arguments,
we have also 1= 9. Then, the curve ¢, satisfies obviously the condition in
Lemma 5.

5. The purpose of this section is to prove the following

THEOREM 2. Let t be a holomorphic mapping of a complex manifold X
into another r-dimensional complex manifold Y with the rank v at a point p
and v be a real-valued function on Y which is strongly (r—1)-convex at t(p).
We denote by X; the set {vot > A:=vot(p)}. Then, there exists a fundamental
system W of neighborhoods of p such that every F-valued holomorphic function
im UN X, admits a single-valued holomorphic continuation to U for any U
in W

Proor. Since, by Proposition 3, X; is analytically concave at p, it is
sufficient to show the existence of a fundamental system of neighborhoods of
p which satisfies the condition of Proposition 4.
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The function v on Y has the expansion (5) on a submanifold L' = {w,= -+
=w,-,=0} of ¥ in a neighborhood of z(p), where the polynomial ¢ may be
assumed to be 1) 0, 2) w,, 3) w? or 4) w,,w, for a suitable system of local
coordinates wy, --- , w, at z(p) with z(p)=(0).

We take again a family of analytic sets

M, o,—t,= - =1, 55—ty =2,y —t = =2ty = =1y =0

defined in the proof of Proposition 3. By the assumption r=dim Y, the
inverse image of the analytic set {w,= - =w,_,=0} by z|{z,s1= --- =2,=0}
is of dimension two and hence M, is of dimension one. Accordingly, we can
take polycylinders U, V and positive number ¢ as in Then, we
may assume voz > 2 on M,N(U—V) and vor is plurisubharmonic on M, for
|¢;] <e, because the proper values of a matrix depend continuously on its
components. Under these circumstances, we finish the proof if we can take
a connected set M’ such that (M,—{ph"UC M CP;:=Pn{vor >4} for the

neighborhood P: :| H M. U of p.
tj €

To see this, we take a connected component C of P; and a point ¢ in C,
where g is contained in some M, U. Then C includes the connected compo-
nent C’ of M, U containing ¢, which intersects with U— V. Otherwise, C’
is contained in VM, and v has the maximum at a point ¢’ in C’, which
cannot be an interior point of C’ by the maximum principle of v. On the
other hand, ¢’ belongs to M, U and has a connected neighborhood on M, " U.
This is a contradiction. According to any connected component of
the subset nkli M,N(U—-V) of P, intersects with M,. Hence, C intersects

f<e

with M, and eventually the fixed connected subset M’ of p. This shows P;
itself is connected.

Now, we show the existence of the connected set M’ with the desired
properties. We take a new real-valued function v’ = A-+Re ¢+£(|w,— >+|w,[?
for a positive constant £ such that v’ <v holds in a neighborhood of z(p) in
L’. On the other hand, the mapping ¢ is nowhere degenerate on L= {z,.,;= -+
=2z,=0} and therefore the restriction of ¢z to the analytic set L*: = {r,= --
=7,-4=0} "L is also nowhere degenerate. As is well known, there exist a
neighborhood U* of p in L*, U’ of z(p) in L’ and a thin analytic set N in U’
such that U*—z~Y(N) is an unramified and unlimited covering space over
U'—N with the covering mapping z. Then, regarding the above coordinate
neighborhood of z(p) in L’ as an open subset of C? we may assume the
neighborhood U’ satisfies the condition of Lemma 5 for the above function v’
and the analytic set N. Moreover, each irreducible component U¥ of U* may
be assumed to contain p and to be irreducible at p.

We shall show the open set Uf:=z""(U'"N{v'>2A)NU* is connected.
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To this end, we take two arbitrary points ¢, ¢, in Uf\(Uf—7"Y(N)) and a
curve ¢’ in U¥—c~Y(N) joining ¢, to g, by the connectivity of UF—z71(N).
According to Lemma 5 the r-image c¢=7c¢’ of ¢’ is homotopic in U/—N to
a curve ¢” in U’ {v'>2}—N. Then there exists a unique curve c¢¥ in
Uf n"(U¥—7"Y(N)) with the initial point ¢, such that z¢*=c¢”. Obviously, c*
has the terminal point ¢,. This shows Uf "\ (U¥—z~%(N)) is arcwise connected,
and hence Uf N\ UF is connected. On the other hand, since the analytic set
L* is a complete intersection at p, Proposition 6 implies that, for any two
irreducible components, say, UF and Uf, there exist a chain of irreducible
components U¥, U¥, ---, U= U§ such that dim, Uf U}, =1 for every i=1,
., s—1. Then, U Ui N UF is not empty because the image of U} U,
is a l-dimensional analytic set in U’ through z(p) and therefore contains at
least one point where v/ >4, by Proposition 5. Thus, we have shown the
connectivity of Uj%.

We put M’ :=UN(M,—{p}) U U%. It is easy to show M’ has the desired
properties. Theorem 2 has been proved completely. g.e.d.

REMARK. If the mapping 7 in Theorem 2 has the rank =3 at p and v
is a strongly plurisubharmonic function, then Theorem 2 is true without the
hypothesis »=dim Y. For, in this case the connected analytic set M, in the
proof of Proposition 3 is a complete intersection at p and of dimension at
least two. Proposition 5 implies the set M’ : = M,—{p} is connected. The set
M’ satisfies the same condition as in the proof of Theorem 2.

§5. Sufficient conditions for the global continuability.

1. Let X be a complex manifold. We shall say that a pair (D, K) is
an H-problem on X if K is a compact subset of X and D is an open subset
of X containing K such that D—XK is connected. An H-problem (D, K) is said
to be solvable if for an arbitrary & every Z-valued holomorphic function f
in D—K can be holomorphically continuable to the whole D, that is, we can
find an F-valued holomorphic function g in D satisfying g=f on D—K. In
this section we shall give some conditions under which H-problems are solvable.

DEFINITION 7. A real-valued continuous function v on X is called admis-
sible on X if it satisfies the following two conditions:

1) v satisfies the maximum principle, that is, for any p € X we can find
points p, (v=1, 2, ---) satisfying v(p,) > v(p) and lirgp,,:p.

2) Any point p in X has a fundamental system U1 of connected neigh-
borhoods of p such that for every U in I any &-valued holomorphic function
in Un{v>v(p)} admits a single-valued holomorphic continuation to the
whole U.
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From 2) we have easily that U\ {v > v(p)} is connected if U belongs to 1.

Examples of admissible functions are easily obtained from Theorem 2 and
its remark. (See n°. 4. 4) and 5) of this section.)

2. LEMMA 6. Let X be a paracompact complex manifold and B an open
subset of X. Let I' be a subset of the boundary dB of B and {U,; A< A} an
open covering of I'. Assume that for each A< A there exists an F-valued
holomorphic function f, in U, satisfying fi=f» on UNUpNB for any
2,2 € A. Then we can find an open covering {V,;ve N} of I’ and a mapping
A of Ninto A such that V,C Uy, for each ve N and g, =g, on V,"\V,. for
any v,v' € N where g, =0, V..

PrOOF. Since X is paracompact, we can take an open covering {V,;ve N}
of I' such that V| V) is either empty or connected for any v,v’ & N and
there exists a mapping A of N into A satisfying V,C U,,, for any v e N,
where N=1{1,2,3, ---}.

We put V;=V{. Assume v=2. Let {g{”, -, i} be the set of all indices
psuch that 1= p <y, VNV, +# ¢ and the connected component of Uy N Uiy

containing V., N\ V, does not intersect with B. We denote by V, the set
lV —_—

Vi—\U V%.wm Vi, If pel’, pe ViU ..UV, and p< V), then p can not
i=t

belong to 17,’,;.v> and we have p=V,. Thus we have easily FCG V. If
y=1

VinV,.#¢, then Vi, V] is not empty and the connected component of
Uy Uz, containing it intersects with B. Therefore we have g,=—g,, on
V.nV,. g.e. d.

We say merely that an “-valued holomorphic function is defined and
holomorphic in a set if it is defined and holomorphic in a neighborhood of
the set. For two Z-valued holomorphic functions f and g, ‘f=g at a point
p’ means that f =g in a neighborhood of p.

LEMMA 7. Let D, B and G be open subsets of a paracompact complex
manifold X satisfying XDDDB and X3G. Let us assume that —co < a <
and v is an admissible function on X satisfying the followings:

1) Each point p in 0GN{v>a} has a neighborhood U(p) satisfying
UpnNG=UD)NB.

2) Each point p in 0GN\{a <v =B} belongs to the set {v>v(p)} N(X—G).

Let f be an F-valued holomorphic function in D—B and gg an F-valued
holomorphic function in (DYG)N{v>B}. Assume that DUGIN{v>Bt+¢
and f=gg at each point of (D—G)N{v> B}.

Then we can uniquely find an F-valued holomorphic function g, in (D\UG)
N{v>a} such that f =g, at each point of (D—G)N\{v > a}.

PrROOF. Let A be the set of all 2 such that « =A< 8 and there exists an
<F-valued holomorphic function g; in (D\JG) N {v > A} satisfying f=g; at each
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point of (D—G) "{v>2}. We have B 4 and so A+ ¢.

Let C be a connected component of (D\UG) N\ {v> 41} where A€ A. If CCG,
we can take easily a sequence of points p, in C and a point p in G satisfying
limp,=p and v(p)=supv(C). Since v satisfies the maximum principle we

Yy =00

have p & G\UD, whence p € 0G. This is contrary to the assumption 0GCoBCD.
Therefore C is not contained in G, and we have CND—G)N\{v> A} + ¢.
This shows the uniqueness of g;.

Suppose that 4,=inf 4 would be greater than «. Because of the uniqueness
of g; 4, belongs to 4 and g,, exists. Since v is admissible, g;, has a single-
valued holomorphic continuation in a neighborhood of each point in G N {v = 2,}.
If p=dG N\ {v=24,},f is already given in a subset of a neighborhood of p. From
the assumption 2) each neighborhood of »p intersects with {v> A,} N\ (D—0G),
and therefore the continuation of g;, coincides with f in a subset of a neigh-
borhood of p. By Lemma 6, there exists a neighborhood W of G\ {v=21,}
contained in DU G and an ¥-valued holomorphic function g, in W satisfying
Zin=258, on W {v>2,}. Furthermore there exists a neighborhood W’ of
oG N{v=2,} contained in W where g;,,=/f. Then we can take A, such that
L <2y GN{A<Vv=2CW and 0GN {24, <v=2,}CW’. The function gy,
such that g;, =f in D—G)N\{v> 4.}, gi, =g in QUGN {v> 4} and g4, = G,
in G {2, <v=2,} is well-defined and asserts 4, € 4. This is contrary to the
definition of A,, and implies a« =inf 4. As previously stated, we have inf A
=min 4 which concludes the proof.

3. As a corollary of Lemma 7 we have

PROPOSITION 7. Let X be a paracompact complex manifold and (D, K) an
H-problem on X. Let us assume that there exist an admissible function v on
X and an open set B such that DB DK and each point p of 0B belongs to
the set {v>v(p)} N(X—DB). Then the H-problem (D, K) is solvable.

ProorF. We put B=supv(B). Let f be an F-valued holomorphic function
in D—K. Putting G=2B, gg=/ and a=—oo, we can apply Lemma 7 and
obtain an &-valued holomorphic function g.. in D which coincides with f on
D—B. Since D—K is connected we have g-oo=f on D—K. g.e.d.

In Proposition 7 the assumption about the boundary 0B depends on v.
We want to give a sufficient condition which is idependent on v.

DerFINITION 8. Let v be an admissible function on a complex manifold X.
We shall say that v is of degree » if for every point p in X there exist a
neighborhood U of p and an analytic set M in U satisfying dim, M=r and
M—{p}CUn{v>v(D}

Examples of admissible functions of degree r are obtained by the remark
of Proposition 3 and Theorem 2. (See n°. 4. 4) and 5) of this section.)
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THEOREM 3. Let X be a paracompact complex manifold and (D, K) an
H-problem on X. Lel us assume that there exist an admissible function v of
degree v and a Rothstein r-convex set B satisfying DSBDK, where r=1.
Then the H-problem (D, K) is solvable.

ProOF. By the assumptions on v and B, we have easily that each point

p in 8B belongs to {v>v(p)} N(X—B). By Proposition 7 this proves our
theorem.

In virtue of Proposition 5 we have 7

COROLLARY. We assume that X, (D, K) and v are the same as in Theorem
3. Let us assume that there exists a strongly r-convex set B satisfving DB
DK. Then the H-problem (D, K) is solvable.

4. We are now going to study some conditions on a complex manifold
under which every H-problem is always solvable.

THEOREM 4. Let X be a complex manifold. Lelt us assume that there
exists a real analytic admissible function v on X such that the set {a <v < S}
is relatively compact in X for any veal numbers a < . Then every H-problem
on X is solvable.

The following two sections are employed in the proof of this theorem.
Here, we shall give some examples of complex manifolds satisfying the as-
sumptions of Theorem 4. For brevity, we assume that X and Y are always
purely dimensional complex manifolds in the following examples:

1) An n-dimensional Stein manifold X where n=2.

In fact, we can regard X as a closed submanifold of C** (z,, -+, zs4y) DY

the Remmert-Narasimhan’s imbedding theorem ([[9]). The function v :2§1|zil2
satisfies the assumptions of Theorem 4 on X. =

2) A product XXY of an n-dimensional Stein manifold X and a compact
complex manifold Y where n=2.

3 A complex manifold X such that there exists a proper holomorphic
mapping v of X into an r-dimensional Stein manifold Y where r = 2 satisfying
either rp)=r for any p X or r(p)=3 for any pc X.

2) and 3) are corollaries of the following 4) and b).

4) Let © be a holomorphic mapping of a complex manifold X into an r-
dimensional complex manifold Y where r=2. We assume r(p)=r for any
pe X. If vis a strongly s-convex function on Y where 1 <s<r—1, then vor
1s an admissible function of degree r—s on X by the remark of Proposition 3
and Theorem 2. If t is proper and v is a real analytic strongly (r—l)-cbnvex
Sfunction on Y such that {a <v<B}&EY for any real numbers a < f, then X
and vot satisfy the assumptions of Theorem 4.

5) Let © be a holomovphic mapping of a complex manifold X into a com-
plex manifold Y and v a strongly plurisubharmonic function on Y. If r(p)=3
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for any p€ X, then vot is an admissible function on X in view of the remark
of Theorem 2. If r(p)=r=3 for any p< X, then vor is an admissible func-
tion of degree r—1 by the remark of Proposition 3. If r(p)=3 for any pe X,
T is proper and v is a real analytic function satisfying {a <v< B}&EY for
any real numbers a < B, then X and vor satisfy the assumptions of Theorem 4.

5. By the Whitney-Shiga approximation theorem we can weaken the
assumption of the real analyticity of v in the examples 4) and 5).

THEOREM 5. Let © be a proper holomorphic mapping of a complex mani-
Jold X into a purely r-dimensional complex manifold Y where r=2. We assume
one of the followings:

D) rdp)=r for any p < X and there exists a strongly (r—1)-convex function
vonY.

2) r(p)=3 for any pe X and there exists a strongly plurisubharmonic
Sunction v on Y.

In either case we assume {a <v< B}EY for any real numbers a < .

Then every H-problem on X is always solvable.

Proor. By the assumptions, X and Y are paracompact. In view of the
following theorem we can easily find a real analytic function v on Y which
approximates v and satisfies the conditions of the example 4) or 5).

THEOREM. (H.Whitney [15] and K. Shiga [147].) Let X and Y be real analytic
manifolds where X is paracompact. Let © be a C"-mapping of X into Y where
1=r<oo. We give a locally finite covering {U.;c=1} of X and a covering
{(W,; 2€ A} of Y such that each U, and each W, are coordinate neighborhoods
and there exists a mapping A of Iinto A satisfying t(UYEW ¢, for any ¢ L.
Movreover we give an open covering {V,;ce1} of X satisfying V.&€U, for any
cel and a positive number e, for each t< 1.

Then there exists a real analytic mapping o of X into Y satisfying the

followings:
Q) o(U)CT Wy for any c< I
@ llo—7ly <e, @%_B_z; <e for 1=v=<r and any ¢l (Re-
0x 0x” |y,

garding o and v as mappings of U, into Wy, and using local coordinates of

v

0 av the partial
ox

U. and Wy, we denote by || |y, the supremum in V. and by

derivative of order v.)

§6. Some properties of real analytic functions.

1. In order to prove Theorem 4 we need some properties of real analytic
functions. Let U be a neighborhood of the origin 0 in the space R™ of m
real variables x, --, x,. We write merely x instead of (x,, ---, x,). We denote:
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by 1 the set of real-valued functions which are real analytic in U and vanish
at 0.

PROPOSITION 8. Let ¢ be a function in A and N be a set {xe U;
dp  0p
0x,  0xn
V of 0 contained in U such that the restriction of ¢ to NNV is identically
zero.

Proor. If we regard the variables x,---, x, as complex variables, the
set N is an analytic set. We may assume dim, N>0. The number of irre-
ducible components of N at 0 is finite. Taking local coordinates u,, ---, u, at
an ordinary point of an irreducible component, we have

:O}. We assume 0= N. Then there exists a neighborhood

o ™ dp 0x; .
u, S ow w0 G=1 0.
From these equations, ¢ must be identically constant on the coordinate neigh-
borhood of the ordinary point and therefore on the whole component. Because
of ¢(0)=0, we have ¢ =0 on NNV where V is a sufficiently small neigh-
borhood of 0. Restricting variables to real numbers, we conclude the proof.
A real number a is called a stationary value of a differentiable function
o '
0x;
COROLLARY. A real-valued real analytic function on a real analytic com-
pact manifold has only finitely many stationary values.

¢ if a=¢(p) and each derivative vanishes at p. We have

2. If there is no possibility of misunderstanding, we shall say merely
that a curve lies in a set even if the curve lies in the set with the exception
of the end points.

In general the set of zeros of a real analytic function is very complicated.
It is not always locally connected. We give

PROPOSITION 9. Let ¢, -+, s be functions in A. Then there exists a
neighborhood V of 0 contained in U satisfying the following: For an arbitrary
decomposition {vy, + , vi}\J{pty, =+, s} 0f the set {1,---,s} O=1=s), if
G={xeV; ¢,;>0, 0, <0, G=1, -, 1; k=1, .- ,s—1)} is not empty, any
point of G can be joined to O by a curve lying in G.

Proor. We give a proof by induction on m. We assume that the propo-
sition is valid if ¢, ---, ¢, are functions of m—1 variables, and show that it
holds for functions of m variables. We can see at once that it is true for
functions of one variable.

After suitable transformations of coordinates, by a Spith’s theorem we
may assume that ¢, -, ¢, are distinguished polynomials of x, in a small
neighborhood U’ of 0 contained in U. The product ¢, -+ ¢; can be decom-
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posed into the product ¢7t - ¢3¢ of (real) irreducible factors where ¢;+# ¢;
if 1#j. We denote by ¢ the product ¢, --- ¢,.. Since ¢ has no multiple
factors, the discriminant 0 of ¢ can not be identically zero. We take a neigh-
borhood V= V’'x{|x,|<p} of 0 contained in U’ satisfying the followings: V'’
1s a neighborhood of the origin of the space of m—1 variables x,, ---, X1,
and any point of V/\ {00} can be joined to the origin by a curve lying in
V" {0+ 0}. Every solution x, of the equation ¢(x;, -+, Xp-1, ¥n) =0 satisfies
{xn] < p for any (x,, -, xp-) € V".

Let (x%, .-+, x{) be an arbitrary point of G\ V. Since G is open, we may
assume 0(x{®, -+, x®0 Ny=£0. In V' {00} there exists a curve c¢’:x,= x()
where x,(0) = x%, x,(1)=0, 0<t<1 and i=1, - ,m—1. We denote by xZ(),
-, x3D(f) the real roots of the equation ¢(x,(t), -+, Xp— (D), x,) =0 and assume
X2 < - < xE00) for 0=<t<1. We can see easily that » does not depend
on the parameter ¢ and x{’(t) is a continuous function of {, Z=v=r—1).
We put ()= —p and x@’(H)=p for 0=t <1. We take p satisfying x3’(0)
< x%, < x2(0) and a continuous function x,() for 0 <t <1 such that x2()
< xp(D) < x) for 0=t <1 and x,(1)=0. Thus we obtain the curve c:x;
= x,(f) where 0<¢t<1 and 7=1, ---, m, which proves our assertion.

3. ProposiTiON 10. Let ¢, ---, ¢, be functions in A. We assume that

00, m
the Jacobian matrix (~ L4 )léugs has rank s at 0. We put ¢y= E(xi—ai)z—pg.

axi 1si=m
Then we can take a neighborhood V of 0 contained in U which satisfies the
Sollowing: For any positive number p with the exception of at most one there
exists a set N, of the first category in R™ such that for any (a,, -+, @n) & N, the

0
Jacobian matrix <—€€y—)0§y§3 has rank s-+1 at each point of the set M={xeV;

0x; /1Zi=m
WPo= o0 = SDSZO}'
PrOOF. We may assume that s<m and the simultaneous equations
@;=0,,+, ;=0 have a solution x; =¢ (X541, "+, Xn) (j=1, -+, s) which vanishes

at the origin and is real analytic in a neighborhood of the origin. Substituting
these equations in ¢, we obtain

0= E (¢j—aj)z+k:2m(xk—ak>2—p2
and 14 3
®, S . j . .
3 x, _Jé(gb] a; . 4 x—ay, (k=s+1, .-, m).

‘We denote by N, a subset of VX ®™ defined by the relations
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< m s a 2N 2
S@—art 3 {20ty =,

0x;
: ¢,

X=X, s Xn) s G=Xt 2 (¢j—aj)T" ’ ®
Jj=1 X5

(.Xl, e, X'In)e V and (ab .., am>€ R™ (1§]§3, S+1§k___<_m)_

: . (09, .
In order that the rank of the Jacobian matrix ( Ld )oé,és is less than s+1

0x; /1=i=m
at a point x e M, it is necessary and sufficient that the point (x, @) belongs.
to N,. Let N, be the image of N, under the natural projection of VX R™
onto ®™ To complete the proof, it is sufficient to show that N, is of the
first category in R™.

If the left side of the first equation of (8) satisfied by ]\79 is identically equal
to a constant p,, such p, is the exception. We assume p +# p,.

If we regard the variables x, a as complex variables, the set N, is either
empty or a purely (m—1)-dimensional analytic set. By a Remmert’s theorem
the image of N, under the holomorphic mapping is the countable union
of at most (m—1)-dimensional locally analytic sets. The intersection of a
locally analytic set of dimension at most m—1 and the real plane {Ima,= ---
=Ima, =0} is contained in the set of zeros of a real analytic function which
is not identically zero, and so it is nowhere dense in ®™. Since a countable
union of nowhere dense sets in K™ is of the first category, N, is of the first
category in R™.

§7. Proof of Theorem 4.

1. Let X be a complex manifold, K a compact subset of X and D an open
neighborhood of K.

Take a point p in K and a coordinate neighborhood U(p) containing p.
Let B’(p) and B”(p) be concentric open balls with centers at p in the local
coordinates such that B/(p)&B”(p)&D. Since K is compact, we can find

finitely many points pj, -+, p;, in K satisfying @ B’'(p;) DK. From Proposition
i=1

10 we can take open balls B,, -+, B,, inductively which satisfy the followings:
1) B'(ppC B, B"(pp, (i) for any subset {iy,---,7} of {1,---,m} the set
Si; N -+ NSy 1s either empty or a regular surface, where S;=0B; (i=1, -+, m).

Denoting by B the set QBi, we have KC B&D. Letwv be a real analytic

admissible function on X such that {inf v(K)—e <v <supv(K)+c¢}&X where
¢ is a positive number. Taking B sufficiently near to K, we may assume

{inf v(B)——%—e <wv<{sup v(B)—i——%— e}@X. Under these assumptions, we study
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some topological properties of B.

We denote by X, 5 the set {a <v < S} where a and § are real numbers.
We put p,=supv(B). Because of Proposition 8 and its corollary, the set of
stationary values of v and all v|[S;; " --- N S;, and of all values of v at discrete

SiMN - NS;, which are between inf v(B)—%e and p, consists of finitely many

elements. We denote all of them by p, < p;—; < - <p,. In case that {a<v
< p ) €X for any a satisfying —oco < a < p, the set of those which are less
than p, consists of at most countable elements and is denoted by p; where
o < Per < P < oo < py and inf; {p;} = —oco unless {p;} is a finite set.

2. Now, we have

(a) Let U be a neighborhood of pe X—B and G one of the sets (X—B)
N{v>v(P)}, (X=B)N{v <v(P)}, 0BN{v>v(p)} and 0B {v <v(p)}. Then p
has neighborhoods W and V such that W VC U and any point of WnNG
can be joined to p by a curve lying in VN G.

ProoF. We may assume p= S, - N\S;and pe&E S, U - US, 0= 1=m).
Taking a small neighborhood of p, we may disregard S;,,, ---, Sp. For any
decomposition {i, -+, 1,}\JI {jy, ===, Ji=} 0of {1, -+, [}, we can take local coordi-
nates of the regular surface S;; N - NS;, at p. Using the local coordinates,
we make the inequalities giving the exteriors of the closed balls le, e, BJ-H
and the set {v>v(p)} (or {v<v(p)}). By Proposition 9 we obtain the neigh-
borhood V.., as in the proposition. We denote by W the set N V.., and
by V the set U Vy,..;, where 1,,--+,17, runs on all of subsets of {I,--,[},
which asserts the proof.

(b) Let p be a point in X satisfying v(p)<p, and v(p)+ p; for all 1.
Denoting by G one of the sets X— B, X—B, 0B and B, we obtain a neighborhood
U of p such that any two points of GNU can be joined by a curve in GNU
on which v varies monotonously. (U does not depend on the choice of G.)

ProoOF. We may assume p= S, - NS, and p & Sy, - U S, and dis-
regard S;yq, -+, Sm-  Let x, ---, x5, be local coordinates (real) of X at p centered
at the origin. Using the local coordinates, we denote by ¢(x) the function
v—v(p) and by ¢,(x) =0 the equation of S, where {¢, <0} isin B (v=1, -+, D).
Since v(p) # p;, Wwe may assume that the equations ¢,=a, (v=1,--,[) and
¢ =p have a solution

X1 = Xl(xl+2’ y Xony Xy, » &1,y P) 3
X4 = Xl-l—l(xl+2’ cr oy Xopy (g, vt O, P) s
where «a;, -+, a; and p have sufficiently small absolute values. For a positive

number ¢, x; is real analytic in the set

U:{lxl+2}<8’ "',]xznl<5x IO(1|<6,--- :lall<5: lpi<5}
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and x5, 0, X A, -+, @ constitute local coordinates of X at p in the real
analytic sense. The set U is a neighborhood of p» and obviously has the
property stated in the above.

(©) We consider the set Xp,,..p; @S the whole space. Let G be its open
subset such that any point of 0G has a neighborhood U satisfying UN0oG=U
MNOB. Let C be a connected component of G and p a number satisfying p;i,
< p < pi. Then the set Co=Cn\{v>p} is connected.

PrOOF. Let L be the set of curves in C joining ¢’ and ¢”, where ¢’ and
q” are two points in C,. We put p/:SZlé? {infv();le L}.

Suppose that p’ < p, that is, ¢’ could not be joined to ¢” by a curve in
C,. To any point p in the set G\ {v=p’} we give a neighborhood U’(p) as
in (b), and furthermore assume U'(p)C G if pe G and U'(p)NoG=U'(p)NoB
if pe0G. Since G {v=p’} is compact, we can take finitely many points.

pi -+, b in it satisfying OIU’(pV)DCm{v:p’}. We write U, instead of
U’(p,). Let {UY{, -, U/} be an open covering of G N {v=p’} such that U} N U’
is either empty or connected for any pg,v, and let ¢ be a mapping from
{1, -, ¢t} into {1, ---, '} satisfying U/ C Uk, We put U,=U{. Let p{,-- ) 1
be the set of all indices g such that 1=p=v—1, UiNUJ +# ¢ and the con-
nected component of Ul N Uks, containing Uk UJ does not intersect with

ty —
the set G\ {v>p’}. We denote by U, the set U/— U Uz;me{f, and want
j=1
to show ktj U,DGnN{v=p’}. In fact, suppose that a point p of G satisfies
v=1
14
v(p)=p’ and p& \J U,. Then we can find v such that p& U/ .- VU,
y=1

t —ee e
pe Uy and 2=y =t. Because of p& QIU,, p belongs to U;ﬁ;wm UyJ. From

this fact, it follows that p is a point of G and has a neighborhood V(p)
satisfying V(p) N\ {v > p’} ©G° and V(p) N\ 0G = V(p) N oB. The function v|35
N V(p) attains its maximum at p. Because of v(p)#p; (1=0,1,2, ), we
are led to a contradiction.

We can take (e L satisfying In{v=p'}C U, - UU, Since Uiy,
NUinNGN{v>p't+¢ if U,NU,+# ¢ and Uj satisfies the conclusion of (b),

replacing lm( Cj U,) by arcs in {v > p’} we have a curve in GN\{v>p’}
y=1

joining ¢’ and ¢”. This contradicts the definition of p’.
(d) Let C be a connected component of (X—B) N Xp,p; where piy < p < 0;-
For any p’ satisfying p < p’ < p;, the set Co.=CN\{v=p’} is connected.
PrROOF. Suppose that C, =0,J0, where O, and O, are relatively open
and disjoint. Let C* (v=1, 2, ---) be connected components of (X—B) Xp,»,
contained in C. By (b) we have C—UC® C {v=p;} and X, , NCPN\C¥=¢
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if p#vy. Since C¥ N\ {v> p’} is connected by (c¢), it is contained in either O,
or 0,. We denote by O} (j =1, 2) the union of O, and all X, , "C* satisfying
C”N{v>p’} CO,. By (b) we can see easily that C=0{J 0} where O] and 0},
are relatively open and disjoint. Since C is connected, either 07 or O; must
be empty.

© We assume (X—B)N\{v=p;} =0 USSP where O and S are relatively
open and disjoint. The set O consists of all points p in (X—B)N\ Xp;1,04
satisfying that the connected component of (X—B) N Xyp,e, cOntaining p inter-
sects with O®. We put S® =(X—B)N\ Xp;41,0,—0?, 0=0YU0? and S=SV
US®, Then O and S dre relatively open.

ProoF. We denote by a, T a (o, | «) if a sequence {a,} is increasing
(decreasing) and converges to a. Let us assume that lim p, —=p where p, and
p are points in (X—B) N Xp, 1,05 ’

(i) Suppose p,=0. We may assume v(p,) ] v(p), or else we have easily
p€0 by (b). Denoting by C, the connected component of (X—B) N Xy, 0;
containing p, by (a) we have p,=C, for a sufficiently large ¢ and consequently
C,NO® = ¢. Since {C,} is a decreasing sequence of connected compact sets,
C=NC, is connected and compact. Taking g, C, N0, we find a point ¢

in CnO®. By the definition of the set O, we have p= 0. This implies that
S is relatively open.

(i) Suppose p, S and v(p) < p;. We may assume v(p,) | v(p), otherwise
we have easily p S in view of (b). Denoting by C the connected component
of (X—B)m)?v(p),pi containing p and by U a neighborhood of p as in (b), we
have UN(X—B)Nn{v=v(p)}C. We may assume p, < U. Since, by (b) and
©), CNn{v=v(p,)} is connected and contains p,, we have CN {v=v(p,)} NOP
=¢. Consequently we have CNO"® =¢ and hence p&S.

(iii) Suppose p, S and v(p)=p,;. In view of (a) p, can be joined to p by
a curve in (X—B) N Xp,,,,p; for a sufficiently large v. By (i) and (ii) the curve
is contained in S except the terminal point p. If p were in O%, the point at
which the restriction of v to the curve attained its greatest lower bound
would belong to O®. This is a contradiction. Thus we have p= S.

3. When we study the number of intersecting points of 0B and a curve
in X, we may assume generally that there exists only finitely many points
of 0B on the curve and at each of them the curve runs from the interior of
B to the exterior of B or conversely.

Assume D—K to be connected and f to be an F-valued holomorphic func-
tion in D—K. By induction we shall continue f to K.

Now, we assume the following four facts (1=0,1,2, --- ; p—y=40c0):

(I) B¥ is an open set such that BCBf, B¥n{v=p;}=BnNn{v=p;} and
Bre X.
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We shall say that p is a singular point if p & Bf—B and an ordinary point
if pe(X—BHN{v>p:}. A singular (ordinary) point belonging to 0B is called
a singular (ordinary) boundary point.

(II) Any point in pedBf N {v>p;} has a neighborhood U satisfying
UNnBf=UnNB.

(II) There exists an %-valued holomorphic function g,, in (DY B¥)
N{v > p;} which coincides with f at each point of (D—B¥) N {v> p:}.

Here, we say that g,, coincides with / at a point p if g is identically
equal to f in a neighborhood of p. By the assumptions, g,, coincides with f
at each ordinary boundary point. A singular boundary point at which g,
does not coincide with f is called a singular boundary point of the first kind,
and at which g,, coincides with f is called of the second kind. For brevity
we write 0.b.p., s.b.p.1. and s.b.p.2. instead of ordinary boundary point,
singular boundary point of the first kind and singular boundary point of the
second kind, respectively.

Let & be a non-commutative group generated by three elements {o0.0.p.,
s.b.p. 1., s.b.p.2.} satisfying the relations (0. 5.0 )2 =(s. 0. p.1.)2=(s.b.p.2.)2=¢
where ¢ is the unit of . Let ¢ be a curve in X (satisfying the assumptions
as in the beginning of this section n° 3). The set of all points of ¢\ dB
except end points is naturally considered as an elements ¢ of &, that is, if
¢\ 0B except end points is {g, -, g} in the order on ¢ then ¢=g¢q, - g
and if ¢\ 0B except end points is empty then ¢ =e¢. We shall say that the
curve c¢ is cancelable if ¢ becomes the unit of &.

(IV) Any s.b.p.2. and any o0.b.p. in X, 0,_, can never be joined by a
cancelable curve lying in Xy, 0, ..

For 1 =0 the above four assumptions is true if we put B¥ —=B. For the
purpose of induction, let us assume that BF and g,, exist and satisfy all
assumptions.

4. Now, we shall construct B¥,,. First we show

O BEI=BINEX=BHN{v>pin{v=pit=9.

PrOOF. Suppose that liryn qy’:lign g/ =q where g/ are singular points, ¢/

are ordinary points and g (X—B) N\ {v=p,}.

(i) Suppose g X—B. Then ¢ has a neighborhood U contained in X— B
such that U {v > p;} is connected. Taking ¢/ and ¢4 in U, we find an arc
¢ in UNn{v > p;} joining ¢, and gu. Since g, € Bf and g} & B¥, there exists a
point of 0B¥ on ¢ and by assumption (II) it belongs to 0B. This is a con-
tradiction.

(i) Suppose ¢ = dB. We take a neighborhood U of g such that f is holo-
morphic in U and U {v > p;} is connected. As in (i), ¢/ in U can be joined
to a point ¢’'€0BFfNUN{v>p;} by a curve in BENUN{v>p;}. Since
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g0,=f at ¢’ we have g,,=j at any point on the curve. In virtue of the
assumption (II), there exists a point of dB on the curve, which is an s.b.p. 2.
This contradicts the assumption (IV). q.e.d.

Similarly we can show that it never happens that lim ¢/=1im ¢/ = ¢ where
g, are s.b.p.1. and ¢ are s.b.p. 2. ’ g

We decompose the set (X—B) {v=p;} into the union OPUS?® of two
disjoint sets as follows: We take a point p in (X—B)N\{v=p;}. If pis a
limit point of ordinary (singular) points, then we assume p = 0% (S¥). When
p has a neighborhood U satisfying U\ {v > p;} C© B, p belongs to 0B and g,
is holomorphically continued to a neighborhood of p. If g,,#f at p we assume
peS®. If g,,=f at p, we distinguish two cases; if p can be joined to an
s.b.p.2.in X,, ..., by a cancelable curve in X, ,,_, we assume p e S?®, and if
not we assume p < 0",

(g) OP and S© satisfy the assumptions of (e).

ProoF. In view of (f) and the definitions of O and S®, it is trivial that
X—B)N{v=p;} =0PUSP and OP"\SP=¢. Assume limp,=p where p,
and p are in OW\UJSD, ]

@O If p,e(X—B)n{v>p;}; for infinitely many v, according as p, belong
to O% or S® p belongs to the same set in virtue of (f).

(i) If p has a neighborhood U satisfying U {v> p;} C B, making U so
small that f and the continuation of g,, are holomorphic in U and U {v > p;}
is connected, we have p, 0% or p,=S? according as p=O? or pe S,
respectively.

(i) Let us assume p, € (X—B)N\{v>p;} but pe(X—B)Nn\{v>p;}. We
take a neighborhood U of p such that f and the continuation of g,, are holo-
morphic in U and U\ {v> p;} is connected. By (f) we may assume (X—2B)
NUN{v>p;} is contained in either B¥—B or X—B¥. Any p, in U can be
joined to a point p’ in dBNUN{v> p;} by a curve in BAUN{v>p;}. We
have easily p, € O% or p, = S?® according as p € O® or p <SP, q.e.d.

Now, we can define the set B¥, Applying (¢) to O® and S®, we have
sets O and S as in (e). We define B¥,=BF\US. By this definition and (e),
we can see easily that B}, satisfies the assumptions (I) and (II).

We shall show that the assumption (III) is true. In fact, at any point of

BN {v=p;} the continuation of g,, coincides with f. Using Lemma 6 we
can easily construct an <%-valued holomorphic function gy,—. in (D\UB¥,)
N 1{v > p;—e} which coincides with f on (D—=Bf) N\ {v > p;—e} for a sufficiently
small positive number ¢. Applying Lemma 7 we get g,,,,, which satisfies the
assumption (III).

Similarly, points of (X—B) N\ {v > pi+,} can be distinguished into singular
points and ordinary points. The meanings of 0.b.p., s.b.p.1. and s.b.p.2.
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are the same as before.

5. We shall now prove the assumption (IV). Let us assume that ¢, is an
S.b.p.2. in Xp; 1,0, and gy 1S an 0.b.p. in Xp, .., such that they are joined
by a cancelable curve ¢ in X,,,, .. The curve ¢ satisfies the assumptions
stated at the beginning of this section n° 3. As ¢ is cancelable, the number
of points of ¢\ 0B is even. We denote then by ¢, ¢, -+ , Goi—1> @i in the
order.

Let c; ;+; be a part of ¢ between g; and ¢;4,, where we assume that g;
and ¢;., do not belong to ¢; ;. (j=1.:,2k—1). We have ¢,,,CB. In fact,
if ¢,,C B° we have ¢yq,0r C B° and s0 gy, is an o.b. p.. Since c is cancelable,
we can find g,; such that it is an 0.5.p. and @,;4; -+ ¢— is the unit of the
group &. By the same reason ¢,;—, is also an 0.b.p.. Repeating this process,
we are led to a contradiction.

Let C;,;+; be the connected component of B\ Xp,,.p; OF B°N Xpyye,0, CON-
taining ¢ ;... We denote by C; ;4,(e) the set Cj i {v>p;—e} where ¢
is a small positive number. By (c), it is connected, and consequently 4, ;.
:lilfilm is connected and compact.

.

In virtue of (b), the connected component of C;—,;N\C; i {v=v(g)}
containing g; is sure to intersect with the set {v=p;}. One of the intersecting
points is denoted by g¥. We have easily g e 4;..,,; "\ 4d;, 41, and g¢;* is of the
same kind as g;, that is, according as ¢; is an s.b.p.1.,, an s.b.p.2. or an 0.b.p.
g is so for j=1, ... 2k. Here we put Cy, = Cyop+1=do,1 = Ao, o141 = X.

We shall take a point ¢5; (j =1, -+, k—1) as follows:

@ U Ugh)noBn{v>p;} +¢ for any neighborhood U(g}) of ¢, we put
Go; = Qs

(i) Let us assume that ¢ has a neighborhood U(gj) satisfying U(g)
N{v>p;}CB. When any point ¢ of 4,;,;+, has a neighborhood such that
Ul@)n{v>p;} C B, we shall say that we can not take g4; or the number 2j
is a missing number. In the other case, we give a neighborhood V(g) to any
g € 4d,;,,;+, satisfying the followings: V(g) N {v > p;} is connected and if pos-
sible it is contained in B. If g,,,, or f is given at g, then it is holomorphic
in V(¢). If ¢is an s.b.p. (0.b.p.), each point of V(g) 0B is so. If g B°,
then V(¢)c B°. Since dy4,55+1 is compact, we can find finitely many such

neighborhoods V.-, V, satisfying k:)l V, D4y, where V,=V(g¥). We

may assume that a chain of neighborhoods V, .-, V, satisfies V,"\V, 4
Ny i+, Von{v>p s CB for 1<y <t'and V,n\{v>p;} =B. We denote
by ¢J; the point ¢ such that V,=7V(g). Since d4,;,;+,CB° we have
Vo4 .01 C0B for 1=y <?. From the construction, ¢ and ¢j; are of the
same kind. And we have Ulgs;) "N0B N {v> p;} + ¢ for any neighborhood U(gs,)
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of g

(iii) Let us assume that ¢;% has a neighborhood U(g}) satisfying U(gsy)
N {v> p;} © B®. Repeating the same method for 4,;., ., we take gy; if 2j is
not a missing number. It plays an important role that g/, and g¢;; are of the
same kind and U(g) N0B N {v> p;} # ¢ for any neighborhood Ulgy;) of gj;.

Similarly we take a point gy, having the same properties as gy; (j =1,
-+, k—1). When any point ¢ in 4,;,;:, has a neighborhood U(g) satisfying
Ul@) N {v>p;} B, we can take neither g¢y; nor ¢f;,;. Then ¢} and ¢, are
of the same kind. Besides assume that we can not take gy ;. Since 4,45
N 4yj,05017 ¢, any point of 4,;_, ,; has a neighborhood U such that U\ {v > p;}

C B and hence we can not take gJ;_,, and ¢;5_, is of the same kind as gj_,.

2k—1 2k—1
Consequently, we have II ¢gj= II ¢;* in the group &, where gj=¢ if j is a
j=2 j=2

missing number.

If £>1, we may assume that g, and ¢, are s.b.p.1.. In fact, if g,
is an s.b.p.2., we may consider c¢,;—; . as ¢ from the beginning. If gy is
an 0.b.p., then ¢, is so. In this case we consider a part of ¢ between ¢,
and ¢y, as ¢ and repeat the same process. Thus we may assume that g,
is an s.b.p.1.. Let gq,; be an s.b.p.1. such that g4, -+ @, 1S the unit of
®. Since ¢ is cancelable, we can find such g,;. Since ¢,j,-y,.;; C B, we may
assume ¢yj,—1, *** » Goji—2a are 0.b.p. and gyj,—52— is not an 0. b.p. 1=0,1, -+, j,—1).
If gyj1—21—1 IS an s.0.p. 2., then we consider ¢,;,-,;— as ¢, from the beginning.
If ¢j,-21-1 18 an s.b.p. 1., we may assume 4+ 0 and we consider g,;,—1 aS G
and repeat the same process. Thus we may assume ¢, is an s.b.p. 1..

We shall take ¢g. If ¢ has a neighborhood U(g) such that U(gs)
N {v> p;} © B¢, applying the same method as above to dg., .. we take gj.
In this case, since ¢;_, and g5 are not of the same kind we can always take
gs. In the other case we put gs = ¢sf. Similarly we take gi.

Let us assume that neither 2j nor A (> 2j) is a missing number and any v
satisfying 2/ <y <1 is a missing number. Then A must be odd. We put
2=21+2p+1 A=<j=k—1;,0=pu=<k—j—1). We have always 4,, .+, CB° for
any p satisfying 1=y<k—1. If p=+#0, since 2j is not a missing number and
2j+1 is a missing number, we have 4,4, ,;:,C B Similarly we obtain
dyyiy, 00, C B¢ for any v satisfying j <y <j+p—1. If ¢J; is not in 4,;,,., but
in 4,;-,,,; we remember the existence of a chain of neighborhoods {V,} used
in taking gy;. It is the same for g¢yj;sx. Thus we can find finitely many
points g0, *** » q;j,tzj and their neighborhoods V(gy;0), -+, V(quj,tzj) satisfying

. 2j+2p+1 - )
the followings : ¢ij,0 = gsj» @ity = Grpansss @isv € ) e, Vg N B+ ¢ and

V(g,») N{v> p;} is connected. If gy,., or / is holomorphic at ¢;;,. it is holo-
morphic in V(g},.). If ¢, € B°, V(gi,;,.) is contained in B°. If ¢j;,< 0B, any
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point of 0B V(g )N\ {v> p;} can be joined to gj;, by a curve in 0B N {v > p;}
227 +2pu+1

@=0,1.,8,). The set V(@) V(@) ( a:g_ldw,wﬂ) is not empty
v=0,1, ., t,,—1.

For gs;.4, we can similarly find points ¢s;4,,,. Skipping the missing numbers
and numbering afresh ¢i, ---, g5 in the order, we denote them by g, -, gu.
We denote by ¢;,, such a point ¢/, between ¢; and g¢;+, as above. We may
assume V(qj,zj); V(gj+1,0)» which is denoted Ey V(qﬁ:)_. We take note that
¢, =¢{ and qz_l—: Qo V—Ve take a point ¢/ in V{g) NOBN{v> ps}.

The point ¢, can be joined to qz_; by a curve ¢ in Xo,,0,, satisfying
the following: ¢’ runs through V(g,,), -, V(qmé_l), V(gs,)s - » V(a1 0)s
V(qzl__l,ﬁhwl) and V(gy,,) in this order. It satisf-ies the assumptions given in
the beginning of this section n°. 3. Every ¢/ belongs to ¢’. The curve ¢’
runs from the interior of B to the exterior of —B at ¢5; and contrary at qﬁﬂ,
A=j=i-1. -

Under these assumptions on ¢/, the number of points of ¢/ 0B between
Gzj-1 and ¢,; 18 even. Denoting them by R,, -+, R,,, we show that R,;—, and
R,, are of the same kind (1 <A=<7r). In fact, it never happens by the assump-
tion (IV) that the one is an s.b.p.2. and the other is an 0.b.p.. We may
assume that a part cj;_,.; of ¢’ between R,;—, and R,; is covered by a chain
of neighborhoods V(gpj-1,a), V(dzjmr,ar1); = » V(qej=1,a+)- By the properties of
V{gsj—1,v), we have V(al,u) NB#¢. On the o-t;er hand c¢}-—y,, is contained
in B¢ and so we have Iﬁ/-(—qzjﬂl,u)mali‘qé ¢. This implied ¢;-,,, €0B (v=a, -+,
a-B). Therefore both g_;ll and f are single-valued ;Hd holomorphic in
V(qz_]i,u), and consequently we have the same at R,; according as f=g,; or
f# go; at Ry—;. This shows that R,-, and R,; are of the same kind.

In virtue of these considerations, we get the fact that ¢’ is a cancelable
curve joining ¢, and gy, where ¢,=¢{ is an s.b.p.2. and ¢, =gy, i an 0.b.p..
We distinguish four cases by the relation among ¢, g» and (X—B) N\ {v> p;}.
In any cases, we are led to a contradiction by the definition of BJX; and the
assumption (IV).

Thus we have proved the existences of B}, and gy, satisfying the as-
sumptions (I)~(IV). Hence, by induction we have an F-valued holomorphic
function g-., which is defined on D and coincides with f on (D—B) N\ {v > p,}-
Since D—K is connected, it coincides with f on D—K. This completes the
proof.

REMARK : If we assume only that {inf v(K)—e <v <sup v(K)+ec}&E X, we
have an &-valued holomorphic function gp,,, by induction, which is defined
on (D\JB) N {v> psy} and coincides with f on (D—B¥) N {v > ps+}, Where
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0s+; means inf v(B)——_%—»a (cf. n°. 1). Since B¥,DBDK, g, is defined and

& -valued holomorphic on a set containing K and g,,,, =/ holds on a non-empty
open subset of D—K.

§8. Some generalizations.

1. Let X be a complex manifold. For an arbitrary locally convex com-
plete Hausdorff topological vector space &, the function space A(X, F) of all
F-valued holomorphic functions on X is also a topological vector space of the
same type with the topology of compact uniform convergence.

LEMMA 8. For two complex manifolds X and Y, A(X, A(Y, F)) is isomor-
phic to A(LXXY, F) as a topological vector space.

Proor. To an element f(p, q) in A(XXY, F) we correspond the mapping
T*DXq): =f(p, q) of X into the space of F-valued functions on Y. Obviously
S¥(p) is a continuous function with values in A(Y, ¥). To see the holomorphy
of f*(p), we take an arbitrary point p in X and a system of coordinates
Zy, * , 2, in a neighborhood of p, where n=dim, X and p corresponds to the
origin. The Cauchy’s formula (1) implies

f(Cl: ) Cm Q>
w2 D= | [y de e de

1€51=0;

for any ¢ in Y. Therefore, we have

. FH G, T
FHa o 20 = <2m>nf Sy

_Zn)
€5l =04

and for any continuous linear functional u

) G L)
R <2m>"f J G e p TS

n—zn)
1651 =04

This shows the complex-valued function uf*(z) is holomorphic in a neigh-
borhocd of p and hence f*(p) is an A(Y, &)-valued holomorphic function.

Conversely, we take an element f*(p) in A(X, AC(Y, &)). Evidently the
F-valued function f(p, @) : =f*(p)(g is continuous on XX Y. Now, we consider
the complex-valued function g(p, q): =u(f(p, ) for any continuous linear
functional u on &, which is holomorphic on Y for each fixed point p in X
because f¥(p) e A(Y, F). For each point ¢ in Y the functional u induces the
continuous functional u, on A(Y, ¥) where u, is defined to be u(f(g) for each
fin A(Y, F). By definition, g(p, @ = u(/*(p)) is holomorphic on X for each
fixed point g in Y. This shows the holomorphy of g(p, ¢ on XXY, and hence
f(p, 9 e A(XXY, F). The other parts to be proved are well known facts. We
omit the details.
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THEOREM 6. Let X be a complex manifold and (D, K) be an H-problem on
X which is solvable. Then for an arbitrary complex manifold Y any F-valued
holomorphic function in (D—K)XY has the unigue holomorphic continuation
in DXY.

Proor. We have

AD—K)XY, )= AD—K, A(Y, F)) (from Lemma 8)
= AD, A(Y, F)) (from the solvability of the A-problem)
=ADXY, F) (from Lemma 8).

‘This proves Theorem 6.

2. Let X be a differentiable manifold of class C¥(0 <k <o0). We can
define naturally &-valued differentiable functions of class C¥ on X. The
function space C*¥ X, &F) of all differentiable functions of class C* is considered
as a locally convex complete Hausdorff topological vector space with the
topology of compact uniform convergence of functions and their derivatives.

LEMMA 9. Let X be a complex manifold and Y be a differentiable manifold
of class C*. An F-valued function f(p,q) on XXY induces a C¥Y, F)-valued
holomorphic function f*(pXq):=S(p,q if and only if f(p,q) is a k-times
continuously differentiable family of F-valued holomorphic functions, that is,
S(p, @) is holomorphic on X for each fixed point q in Y and has k-th derivatives
referred to each local coordinates in Y which are continuous with vespect to
the topology of XXY. '

ProOOF. We take a k-times continuously differentiable family of holomor-
phic functions f(p, g). Obviously, f*(P)q : =f(p, g9 € CKY, &) for a fixed p in
X, and f*(p) is C*(Y, F)-valued continuous function because of the continuity
of k-th derivatives. And the holomorphy of f*(p) is also obvious from the
Cauchy’s integral formula as in the proof of Lemma 8. ’

The converse follows immediately from the definition of the topology of
CHY, F).

THEOREM 7. Take a k-times continuously diffeventiable family of F-valued
holomorphic functions f(p,t) on an open subset G of a complex manifold with
a parameter t in a differentiable manifold of class C*. Under appropriate condi-
tions of G, the continued functions g(p,t) into some larger open set D as in
Theorems 1~6 etc. constitute also a k-times continuously differentiable family
of F-valued holomorphic functions.

PrROOF. From Lemma 9 a k-times continuously differentiable family of
F-valued holomorphic functions is regarded as a C*(Y, &)-valued holomorphic
function. Theorem 7 is a special case of Theorems 1~6 etc. g.e.d.

Nagoya University and Chuo University
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