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Notes on Fourier Analysis (X).
On the summability of Fourier series.

- Noboru MATSUYAMA.

(Received Dec. 10, 1947)

1. Let ¢(x) be an L-integrable and periodic function with period 27.
For any £2>0 and any >0 we define ¥,(x) and ¥i(x) the formula:

8,(5) = oz (10 ) 80 %
!P'o(x):gf(x) ~

o

and .
T =, )j (2= 2)* T4 (2) o,
(x) =W‘k(x)

CIf 75i(x)/x*(log 1/x)*=0(1) as x—->0 we . say that ¢(4) is (2, k)-contmu-
ous at x=0.
Let 3} a,, be a glven series and A(#)= 3] a, be its partial sum. For

v<u

any £2>>0 we define Riesz's sum R,(w) of order % by

Ry(w)=3] ]og d )an T (k)r’(log d )k IA(u)du

n

n<w
Ro(w)zA(w) e
and for any « >0 . - :
-Ri(w) ?T%v&—)j:((u~ 2)* 'R, (v) dv, ‘ .

Ri(0) =R (w).
If .

Ri(0) [@*(log w)*—s as w— oo,
then we say that 3} a, be («, #)-summable to the sum s and denote it by
N a,=s(q, £).

Let ¢(x) be an even periodic function with period 27, and its Fourier
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series be

n=1

¢~§:~a0+}] @, Cos nx.

“Let us consider the («,4)-summability of Fourier series of ¢(#) at .
For the sake of simplicity, we suppose that x=0, s=0 and §(0)=0. This
summability has been already treated by Hardy"”, Kawata-Wapng® and
Bosanquet-Offord®  Especially Bosanquet and Offord proved the following
theorem : \

7 9@ 1=0(lg L) (C, 1

“as t—0, then a wecessary and sufficient’ condition that for any 6> —1 S[4]
“is (8, V) -summabdle, is that fer some B; ¢§(x) is (B, 1)-continuous.
As an extension of this theorem, we prove the following

[Theoreml. [f/m A>1
()= o(loa_) (C, 1)

as t——>0 then the necessary and suficient condition that S[d] is (a /{) -Suin-
mable fo;' any u>'—1, is that for some B, ¢(x) s (B, /) -continuoiis.

2. Let S% be the 7-th Cesaro‘sum of the series 3] a, of order o.
Concerning the relation between S* and R4(w) we have

Lemma 1. For any positive integer % and a suck as o—/rk> ——1

Sa=AR(n) + AnRE (%) 4eveee +24k72kR}‘§“k(7z),

where A;(=0,1, ...... W #) depends wzly on u and AI
Proof. By the definition

S,‘,’,‘—-l [C )j (n—2o)*'s(v)dv

where s(u) >t a,. Cousequently

nly

1 (a)S [R (7/) u(iz—-'z/)“ l] jR (71)—--—{(/(72—’1)“ Ndv

;== "'“jokl(”) (n—v)*dv+ (a—l)njORI(v) (n-——v)“‘%’v -
- =—ul'(v) R‘{(n) + (u— 1)/1"((2 —’«‘1‘)723‘}‘"(71’),
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Dividing by 1’@), we get ‘
. ~ . St= —aR3(n) +nR:'(n).
Repeating tl;is process we get
Se=ARi(n) + AnRi™ (n) + ...... +A,‘ 17.7""1?“ k+1 ()
+ 4, n"jZRk (v) (n —v)“""“.a'zz,

where the last term is equal to

u——-l:’ dn

j R (v) (ll— ) *~*dv

aA‘ [(a—£+1);z’L @ R“ ()= A,Jz"R""‘(zz)

S~

Consequently, for u—/4> —1,
S,L AOR“(II) +A,1,R“ ’(71) +.enen + A R (n).

Thus the lemma is proved." '
As the immediate corollary of Lemma 1 we get
Lemma 2. For any positive integer £ and a> —1, 3] a,b——O(a £) zmp ics
Y a,=o0(log 7)*(u+4,0). "
On the other hand the followmg thf.oxem is known :
. Theorem (Kawata-Wang?). For any a,3>0, 33 a,=0(e, ﬁ) zmp/zvs
> a,=0(0, u+p). .
3. For any £>1 the 4-th Riesz sum R,(w) of Fourier series @[qﬁ]

is represented by , -
Ry (8, 0) = Ri(w) = %jﬂwk (¥ S'mt wt dt+ o(log w)*.
0 \ , . )

That is

sm(w +——)t -
Ry(w) = j Wk(t)dt+o(loc W)Eto(l) .
2 sin z/2

=S, (Wk) + o(log w)*.
In partlcular . ' -

R (¥, ©)=S., ((W,.) )+0(100' w) =S, (¥i1) +0(log w),
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(1) . | -R1(Wk, (1))=R;+]((p’ w) +0(10g (u)k'“, .
~ As the consevqueuce of Lemnn 1 and (1) we have

: Se (1) =AR(F 11, w) + A4, wR (T, ,,(o)
' = A R} (¢ w) +0(w® log* w) } +A1w{R““(¢ )
+o(w* " logh w) }
-——AOR’(qﬁ w) +A,w]€" l(é w) +o(w® log ).

Thus we get B ,
Sa (g}'k )= AORL(¢ w) +/]1wR°‘ (4, n) +o(w® 100r w)

prov1ded that a> 0 and 2>1.
Lemma 3. [f u>0.and % =1, then the necessary and suffficient comz’z— _
“tion t/uzt S[d] is (u—1,4 )—snmﬂméle is that
ST e-y) =o(w*(log ®)*). . o
2°. There exists B suck that, S[d] is- (,1:1 &) - mmmcz’)lc
Proof. Necessity is trivial: If #>«, then from (2)

Si (wk }) =4 R (¢ w) R (¢ “') +0(w“'"ﬁ)

o*(log (u)" . oa)’(lOO‘ w)’” 'o* ' (log w)*

and [ _ S[¢] is (B—1, £)-summable. If Z=[f—a]+1, we have easily
(BT k) summabxllty of ©[¢] and then (a,£)-summability of @[¢] On -
- the other hand if 8 < ¢, then the lemma is evident.
) Lemma 4. For any >0 ’

W:*;(z) B ll/“““(t) + B, tyf“(t)
where By and B, are independent from t.
Proof. By the definition
N . : . d
e =| ¥ () 2L,

““(;)—' - j(z‘—ﬂ) 7 s ()

FD)
\' ' = ((/—{—l)jo(l u)“u'F,c'(u)‘a’u

. and then
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L= “FerD ]+1)j1?(t~//)“— (t—u)““}ﬂp",,’(u)n’u
— L) — (ar DEE(Q).

Lemma 5. Fpr any ﬂo;z—mgaz‘z've & and v 2> 0,

¢@%@%;y<o@

tinplies

Su@=o0(log n)*  (C, u+3)

for any 0> 0.

~ This lemma is due to. Kawata and Wang?.

Lemma 6. JF &[d] is (C, £)- mmma/)lc then 8(2) ‘is @2, K’)-contmuous
This is due to Hardy". :
4. Proof of [Theorem. Necessity. VVe have already seen that

Ry (8, w) =Sw(fpk) +o(log w)*
and
RE($, 0) = S3(F) + o log w)).

By the' hypothesis &[¢] is (C, #)-summable, and then
S (¥;) =0(log w)*

as w—> oo, Conqequentlv by Lemmd 6 4(t) is (2, £#)-continuous.
" Sufficiency. Since for some f3, é6(2) is (B, /c’)-contmuou';

) =0<t ""’(log '_Z_) )
as #~0. By Lemma 5 '

(3) S. (QTL)—-(»(IOG ®)* (C, Bo+0).

That is & ¢] is. (B, + 9, #)-summable for, any > 0.
On the other hand, by the condition that é(p) is (ﬂo,,{)‘contmuous
#(2) is (By+1, £)-continuous, that is,

4) | '~ R 2ot ) =\o(z“%" l(log —}«)L)

From Lemma 4 and 3 we get
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(5) : ,‘ | ”"“(z‘)_ ( f«o+1(10cy _))

{

" By Lemma 5 and (5) we have:
(6) oS (Wk 1)—o(log w)* (C ,@0+1+8)

for any o>0 We can now easily prove that

7,a)=0flog 1) (€. 1)
"implies o o ‘
o L S, (Te)=0(log w)* (C, ¢€)

*

for any e>0. (6), (7) and the ‘An_dersen’s theorem give us
3) - Se (WL ) =o(log w)* (C, ¢).
Since (8) and (3) satisfy the condition of [Lemma 3, @[¢] is (e—l é)-

summable for any &€>0.. Thus the theorem is completely proved
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