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A Feasible method for solving the KKT system
of variational inequalities™
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Abstract. In this paper the KKT system of a general variational inequality problem
(denoted by VIP(X,F)) is reformulated as a constrained optimization problem. A suf-
ficient condition, which ensures a stationary point of the optimization problem being
a solution of the KKT system of VIP(X,F), is analyzed. A projection-type method for
solving the KKT system of VIP(X,F) with closed convex set X is presented. The new al-
gorithm has nice properties such as retaining feasibility, easy computation if the region X
is a box or a ball, and strongly global and local convergence. Numerical examples show
that the new algorithm is promising.

Key words: Variational inequality problem, KKT system, projection method, global and
local convergence.

1. Introduction

Consider the variational inequality problem (VIP(X,F) for abbrevia-
tion), which is to find a vector z* € X such that

Fa) T (x—2%) >0 forall z € X, (1.1)

where X := {x € R"|h(x) =0, g(x) <0} C R"is a nonempty set; F': U —
R™ is once and h(z): U — RP and g: U — R™ are twice continuously
differentiable defined on the open set U containing X . The following system
is called the KKT system of VIP(X,F) (1.1)
F(z) 4+ Vh(z)y + Vg(x)z =0,
h(z) =0, (1.2)
g(x) <0, >0, g(z)"z=0.

A triple (z,y,2) € R"™P*T™ gsatisfying (1.2) is called a KKT point of
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VIP(X,F).

There is a strong relationship between the KKT conditions (1.2) and
the solution of VIP(X,F) (see [4], [9] and [15]). Namely, if z* € X is
a solution of VIP(X,F) and a constraint qualification holds, then multiplier
vectors y* € RP, z* € R™ exist such that (z*,y*,2*) € R"PT™ is a KKT
point of VIP(X,F). Conversely, if h; for i = 1,...,p are affine and g; for i =
1,...,m are convex, and if (z*, y*, z*) solves (1.2), then x* solves VIP(X,F).
This conclusion causes that most of the methods for solving VIP(X,F) have
focused on the KKT system of VIP(X,F) (1.2).

It is well-known that, by using the Fischer-Burmeister function

¢(a,b) := Va2 + b —(a+b),

the system (1.2) can be reformulated equivalently as a system of nonsmooth
equations

F(z)+ Vh(z)y + Vg(z)z
h(z)
P(—g(z),2) =

0,
0, (1.3)
0,

where &(—g(), 2) = ($(~g1(2), 21),- -, 6(—gm (), )T € R™.
Denote w := (z,y, 2) and
L(w) = F(z) + Vh(z)y + Vg(z)2;
O(w) := (—g(x), 2);
L(w)
H(w) := | h(x)
®(w)

Then we rewrite system (1.3) as
H(w) = 0. (1.4)
By using the natural merit function, i.e.,
1
W(w) = 3 Hw)|?

a popular method for solving (1.4) is equivalent to finding a solution of the
following unconstrained optimization problem

min ¥(w). (1.5)
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This approach has been studied by many authors (see [12], [10], [6], [4] and
references therein).

It is well-known that for optimization problems, most of the methods
can only find a stationary point, therefore it is required to provide some
conditions which ensure a stationary point of a reformulated optimization
problem being a solution of the system (1.4). We call the condition Station-
ary Condition. Some papers have discussed this problem (see [1], [4]-[7],
[13], [14]). For general VIP(X,F) (1.1), Facchinei et al. [4] gave the sta-
tionary condition ensuring that the stationary point of the unconstrained
optimization problem (1.5) is a solution of the system (1.4) (see Theo-
rem 4.3 in [4]). Following the work of [4], Facchinei et al. [5] found that,
even for a strongly monotone VIP(X,F) with a convex set defined by nonlin-
ear inequalities, one cannot ensure that the method converges to the unique
solution of the VIP(X,F). Based on this observation, [5] presented a simply
constrained optimization reformulation for the KKT system of VIP(X,F)
where the equivalent problem is

min ¥(w), subject to z > 0. (1.6)

Then a suitable algorithm is given, and the stationary condition is studied
in [5].

We note that both of the reformulation (1.5) and (1.6) require that
F(z) is well defined on the whole space R"™. This requirement for F' is not
satisfied in many VIP(X,F) arising from economic equilibrium problems
(see [3] and [8]). Moreover, even if F' is defined on the whole space R",
some important properties of F' (for example, the monotone character) holds
on X and may not hold outside X. These observations lead us to focus on
feasible methods, i.e., we take into account a more generally constrained
optimization reformulation of the KKT system of VIP(X,F) as follows:

min ¥(w) = *HH( )2

o o o

s.t. h(z

)
g9(z) (1.7)

IV IA

Based on the reformulation (1.7), two questions arise:
(1) what conditions ensure that a stationary point of (1.7) is a solution
of the KKT system (1.3)7
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(2) problem (1.7) is only a C! optimization problem, how to design
a suitable algorithm for solving it?

In the next section, we shall first study the stationary condition of (1.7),
a sufficient condition is given and the first question above is answered. In
Section 3, for the case that X is a closed convex set, we present a projection-
type algorithm and show its convergence. Section 4 provides some prelim-
inary numerical examples to test the new algorithm. Some conclusions are
drawn in the last section.

Some words about notations: If F': R* D U — R" is a differentiable
function, the Jacobian of F' at a point x € R™ is denoted by F'(x), whereas
V F(z) is the transposed Jacobian. Throughout this paper || - || denotes the
Euclidean norm. Pqo(w) denotes the projection of vector w in the convex
set . A superscript k such as w® refers to a specific vector and usually
denotes an iteration index. If v € R™ and J C {1,2,...,m} is a subindex
set, vy denotes the subvector with elements in ¢ € J.

Let ¢: R" D D — R"™ be a locally Lipschitzian vector function, D, de-
notes the set of points where ¢ is differentiable. Then the B-subdifferential
of ¢ at x € D is defined to be

r"—T
z*eD,

Opp(x) = { lim ww)T}, (1.8)
whereas Clarke’s generalized Jacobian of ¢ at x [2] is defined to be
0p(x) = conv dpp(x). (1.9)

The following concepts can be found in [15] and [16].
p is called semismooth at x if ¢ is directionally differentiable at x and
for all V€ Op(x + h) and h — 0,

p(z+h)—p(x) = Vh+o(|[h]); (1.10)
¢ is called strongly semismooth at x if for all V' € dp(x+h) and h — 0,
p(z+h)—p(x) = Vh+O(|[h]*); (1.11)

A vector z* is called BD-regular for ¢(x) if all elements V' € dpp(x*)
are nonsingular.
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2. Stationarity Conditions

In this section, we shall study conditions ensuring that a stationary
point of (1.7) is a solution of (1.3) or (1.4).

First we have the following properties for the nonsmooth function H(w)
and the merit function ¥(w) (see Proposition 3.1 and Proposition 4.1 in [4]).

Lemma 2.1 Suppose that F is C'-function and h and g are C?-functions.
Then
(1) each element V- € OH(w) can be represented as

V.L(w) Vh(z) Vg(z)
V= Vh(x)t 0 0 : (2.1)
—D,(w)Vg(z)T 0 Dy(w)

where Dg(w):=diag(ai(w),...,am(w)), Dy(w):=diag(bi(w),...,by(w)) €

R™ ™ qre diagonal matrices whose ith diagonal elements are given by

0 1 i (—gila). ) 20,
ai(w) = (—gi(x))? + 27
ai(w) =¢& —1, otherwise;
— 1, if (~gi(w).z) £ 0,
bi(w) = { \/(—gi(x))? + 27
ni — 1, otherwise,

where (&,m;) satisfies ||(&,mi)|| < 1.
(il) U(w) is continuously differentiable and for V € 0H (w), it holds

VU (w) = VT H(w). (2.2)

We review that a point (w, v, u) with w € Q := {w € R"™PT™ |z € X,
z > 0} is a stationary point of the problem (1.7) if (w,v, u) satisfies
V¥ (w) + Vh(z)v + Vg(z)pu =0,
Vy¥(w) =0,
h(z) =0, (2.3)
2 >0,= (V,¥(w)); =0, i€TZ,
zi=0,— (V,¥(w)); >0, i€7Z,
9i(z) <0, pi 20, gi(x)p; =0, €T,
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where 7 = {1,...,m}. From (2.1) and (2.2), (2.3) can be rewritten as
VeL(w)L(w) + Vh(z)h(z) — Vg(z)De(w)®(w)
+ Vh(z)v + Vg(z)u =0,
Vh(z)T L(w) =0,
h(z) =0, (2.4)
2> 0,= (Vg(x)" L(w) + Dy(w)®(w)); =0, i€,
2 =0,—= (Vg(z)T L(w) + Dy(w)®(w)); >0, i€,
gi(x) <0, pi 20, gi(x)pi =0, i€l
Denote
D={iel|z=0}, If={iel|z>0},
0 _ g~ _ + _ [ .
I,={iel|lp;=0}, I;={iellw >0} (2.5)
Then we have the following main theorem.

Theorem 2.1 Let (w*,v*, u*) be a stationary point of (1.7). Assume that
(a) ViL(w*) is positive semidefinite on R™;
(b) V.L(w*) is positive definite on the cone
C(w*, 1) = {v e R"|Vh(z*)Tv =0, Vgp+ (z*)Tv =0,
Varo(z*) v >0, (Vgp (x*)TU)TM;g = 0}.
Then w* is a solution of the KKT system (1.3).

Proof. We drop the symbol * for simplicity in the process of proof.
Multiply the first expression of (2.4) by L(w)T. Then from the definition
of (2.5), (2.4) follows

L(w) "V L)L) — L)V g(r) Da(u) B(u0)
+ L(w) Vg(z)p =
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From the definition of ®(w) = ®(—g(z), 2) and g(z) < 0 we obtain
d(—gi(x),2) =0, forielI. (2.7)
So (2.6) can be expressed as
L(w)T'VL(w)L(w) — L(w)TVg(z) Dy (w)®(w)
+ L(w)"Vg(z)p =0,
Vh(z)TL(w) =0,

Now we pay attention to the first expression of (2.8) and analyze some terms

in it.
—L(w)"Vg(2) Da(w)®(w) = —(Vg(2)" L(w))" (Do (w) 2(w))
= ~(Vg(x)" L(w))1o(Da(w)®(w)) 1o
~ (Vg(@)" L(w)) L (Da(w)®(w)) 1+
= —(Vg(a)" L(w)) 5 (Da(w)®(w)) +
— (Dy(w)®(w))T. (Da(w)B(w)) - (2.9)

(w) " (Dy(w) D (w)) (w),
)

where the third and last equality are due to (2.7), the fourth equality comes
from the fourth expression of (2.8).
Using a similar analysis, we can obtain

(Vg(@)" L(w))fosere + (Vg(x) L(w)) 7o poys
(Vg(a)"L(w))oprg — (Dp(w)@(w)) e pps - (2.10)

L(w)"Vg(z)p

On the other hand, I} can be written as
If =(IFn)uIinrh).

We consider two cases:
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(i)iellfn IS. It is obviously that (Dy(w)®(w))ip; = 0;
(ii) i € I N [}. From the last term of (2.8) we have g;(z) = 0, which
results ¢(—g;(x), z;) = 0. This implies (Dy(w)®(w));u; = 0.
Therefore we have (Db(w)@)(w))?ug = 0. (2.10) becomes
L(w)" Vg(x)u = (Vg(z)" L(w))jop, (2.11)

which together with (2.9) and the first expression of (2.8) yields

L(w)" Vo L(w)L(w) + ®(w)" (Dy(w) Da(w))(w)
(V@) L(w) e = 0. (2.12)
From the condition (a) of theorem, the definition of D,(w), Dy(w),

®(w) and the last two expressions of (2.8), we know that each term above
is nonnegative. Then it follows

0,
®(w)" (Dy(w) Do (w) =0, (2.13)
(Vg(z)" L(w) 0

Moreover, from the definition of a;(w) and b;(w) we can derive that
a;j(w) =0 orbj(w) =0 = ¢(—gi(z),2) =0, (2.14)
which together with the second expression of (2.13) yields
¢ (w) = 0. (2.15)
Note that for each J C {1,...,m}, (Vg(x)TL(w)); = Vgs(x)T L(w).
From (2.13) and (2.15), (2.8) is simplified as
L(w)'V,L(w)L(w) =0,
(Vgro(x)" L(w))" e =0,
Vh(z)T L(w) =0,
h(z) =0, (2.16)
Vg (2)" L(w)
Vgo(z)" L(w)
g9(x) <0, p>0, g(x)"p

i

Y

)

0
0
0
0
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(2.16) shows that L(w) € C(w, ). From the assumption (b) of the theorem,
we have

L(w) = 0. (2.17)

In addition, h(x) = 0 is included in (2.16), which combining with (2.15)
and (2.17) implies

H(w) =0.
This result shows that w is a solution of the KKT system (1.3). O

Remark 2.1 Theorem 2.1 is similar to Theorem 4.3 [4] and Theorem 3.1
[5] where the former gave some conditions ensuring that a stationary point of
the unconstrained optimization (i.e., problem (1.5)) is the solution of (1.4),
and the latter gave conditions ensuring that a stationary point of simple
constrained optimization (problem (1.6)) is the solution of (1.4). Note that
both problems (1.6) and (1.7) require z > 0, and there exists a relationship
between the cone C(x*) defined in Theorem 3.1 [5] and the cone C(w*, u*)
defined in Theorem 2.1 as C(w*, u*) C C(x*). Hence, the assumed condition
in Theorem 2.1 is weaker than one in Theorem 3.1 [5].

Next we consider the special VIP(X,F) where X is a box or ball. From
Theorem 2.1 it is not difficult to get the following corollary. Note that for
this case, solving the KKT system and VIP(X,F) is equivalent.

Corollary 2.1 Let X be X ={x € R"|b>x > a} witha,be R", b>a
or X ={z € R"|||z|| <r} withr >0, and (w*, u*) be a stationary point
of (1.7). Assume that

(a) F(x) is monotone,

(b) V.F(x) is positive definite on the cone C(w*, u*).

Then x* is a solution of VIP(X,F) .

3. Projected Algorithm

In this section we present a suitable algorithm for solving the sys-
tem (1.7) with a closed convex set X. Obviously, if X is a closed convex
set, so is the set ) defined by

Q={we R |h(z) =0, g(x) <0, z>0}.

The new method proposed in this section is motivated by the recent
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works of [18] and [21]. A key technique of these algorithms in [18, 21] is
the the choice of the search direction. By using an optimal combination of
the projected gradient direction and the projected trust region direction, we
obtain a feasible and descent direction. It is proved that by using the com-
bination direction, the algorithm has nice globally and locally convergent
property.

Next we give the outline of the algorithm. Let w”* be the current point.
We omit the superscript k£ and denote the current point as w for simplicity.
Let A > 0, Apax > A, v > 0 be some given constants, which are corre-
spondent to the point w. The search direction is obtained by three steps as
follows:

(1) Compute a projected gradient direction dg(A)

Compute the projected gradient direction by

dg(A) == — YV (w),

Amax
da(A) == Pofw + da(A)] — w. (3.1)

dc(A) has some nice properties such as feasibility and descent. However, it
can not ensure locally superlinear convergence. Therefore we shall combine
the projected trust region direction to speed up the convergent rate.

(2) Compute a projected trust region direction dr(A)

Choose V' € 0H(w). Let dr(A) be a solution of the trust region sub-
problem

min L[| H(w) + V] £ g(d)

s.t. ||d|| < A. (3.2)
Then the projected trust region direction is computed by

dr(A) = Polw+dr(A)]—w, (3.3)

(3) Compute an optimal search direction d(A)

Consider that the projected trust region direction dr(A) may not be
a descent direction of the merit function W(w) when a point w is far from
a solution, whereas dg(A) is a descent direction of W(w). Hereby, we shall
consider an optimal combination of the two directions.

Define the search direction by

d(A) = " (A)da(A)+(1—(A))dr(A), (3.4)
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where t*(A) € (0,1) is an optimal solution of the following problem

min S (0)V [ (A)+(1=0dr ()2 £ aa (o) (35)

Let t(A) be a solution of Vga(t) = 0. Then for any A > 0, we have

(_[H(w) + Vdr(A)]"V]de(A) — dr(D)]
[Vida(a) - dr(a)|*

tA) = if ng(A) #* VJT(A), (3.6)

any number in (—oo, +00),

if Vdg(A) = Vdr(A).

\

It is not difficult to deduce the following result for the solution of (3.5).

Lemma 3.1 Suppose that w € Q. Then for any A > 0, the optimal
solution t*(A) of (3.5) is

t*(A) = max{0, min{1,¢(A)}}, (3.7)
where t(A) is defined by (3.6).
We now state the new algorithm as follows.

Algorithm 3.1 (Projection Algorithm)

Step 0. Choose w” € €, give constants a1, as, p1, p2, 0 € (0,1), 7, Amin,
Amax and Ag be such that 0 < a3 < 1 < az, 0 < p1 < p2 < 1,
n € (0,1), Ag > 0, Apmax > Apin > 0, set k := 0.

Step 1. If w” is a stationary point of problem (1.7) stop.
Otherwise let AF ::min{AmaX, max{Amnin, Ak}}, A := A* and choose
Vi € OH (wh).

Step 2. Solve the trust region subproblem (3.2) by a suitable algorithm.
Denote the solution by d&(A).

Step 3. Let

Arax 1 (w*)]] T (w") }
1>J

”“:“m{anwwﬁn”vaw%w”ﬂvwwﬁ> (3:8)

compute d%(A), di(A), ti(A) by (3.1), (3.3) and (3.7). Let
d*(A) = t(A)dG (D) +(1-ti(A) dh(A). (3.9)
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Step 4. Compute

b T (wk +d7f(A2) - W (wk) ' (3.10)
(1/2)[|H (w¥) + VidF (A)[]2 = @ (wk)

If
1 I .
W(w') = SI1H (") + Vid" Q)| = —oVE(wh) dg(A)
Tk = p1, (3.11)

let s* = d¥(A), wht! := wk + 5%, 6 = A. Set

A A, if p1 <7 < p2,
bl 1= .
i OéQA, if ’fk Z P25

Let k := k + 1 return to step 1.
Otherwise set A := a1 A and repeat to do step 2.

Remark 3.1 AF expresses the initial trust region radius at each iteration,
and 0, is the radius of the corresponding trial step s®. This also implies
that for all k, A* > A, The trust region subproblem (3.2) can be solved
approximately by many existing methods such as the truncated conjugate
gradient method (see [20] and [24]).

Remark 3.2 Algorithm 3.1 is designed based on the case where the pro-
jection on X can be carried out easily. We know that, except for some
special cases such as box and ball constraints, the projected calculation
onto a general closed convex set X is expensive and is still an open ques-
tion. This difficulty also restricts the application of Algorithm 3.1 for some
VIP(X,F) problems.

Algorithm 3.1 is an extension of the algorithm proposed in [18] in which
the constraint is a box. Therefore we can obtain the following convergence
results. Here we omit the detailed proofs and refer to [18].

Theorem 3.1 Let X be a closed conver set and {w*} be generated by
Algorithm 3.1. Then any accumulation point w* of {w*} is a stationary
point of (1.7). Moreover, if w* satisfies the conditions of Theorem 2.1,
w* is a solution of the KKT system (1.3).

Proof. The first conclusion is proved as Theorem 4.1 in [18]. The second
conclusion follows from Theorem 2.1 directly. O



A method for the KKT system of variational inequalities 99

Next theorem shows the locally superlinear convergence of Algo-
rithm 3.1. In reference [18], it is proved that for w* sufficiently close to
a solution w*, the trust region direction solved by (3.2) is reduced to the
Newton direction (see Lemma 5.4 in [18]). This conclusion implies that
the trust region constraint becomes inactive near the solution. Further-
more, Lemma 5.7 in [18] proved that t;(A*) = o(1). Hence, from (3.4),
the search direction used in this paper is reduced asymptotically to the pro-
jected Newton direction, then we have the following superlinear convergence
(See Theorem 5.2 in [18] for the process of proof).

Theorem 3.2 Suppose that w* is an accumulation point of the sequence
{w*} generated by Algorithm 3.1 and a BD-reqular solution of the KKT
system (1.3). Then the whole sequence {w*} converges superlinearly. More-
over, if VF, V2h; (i = 1,...,p) and V?g; (i = 1,---m) are locally
Lipschitzan, the convergent rate is quadratic.

4. Preliminary Numerical Experiments

In this section, we present some preliminary numerical examples for
Algorithm 3.1, and the problems are extracted from some references as
follows.

Example 1 The problem comes from Ralph and Wright problem 3 in [19],
which is a convex optimization problem. The corresponding VIP prob-
lem (1.1) is

(21 + 22+ 1
F(z) = (xl g 4 1) (4.1)

X:={ze€R*|z1 >0, 23>0, (1 —2)*+ (20 — 1)2 < 5}

Example 2 This example is from Taji, Fukushima and Ibaraki in [22]
except that the polyhedron constraint is replaced by a ball constraint in the
feasible region, i.e.,

0.726 —0.949 0.266 —1.193 —-0.504 x1
1.645 0.678  0.333 —0.217 —1.443 2
F(z)=|-1.016 —0.225 0.769 0.934  1.007 3
1.063  0.587 —1.144 0.550 —0.548 T4
—-0.256 1.453 —1.07v3 0.509 1.026 x5
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arctan(zr; — 2) 5.308
arctan(zg — 2) 0.008
+ 10 | arctan(zz —2) | + | —0.938 (4.2)
arctan(zy — 2) 1.024
arctan(zs — 2) —1.312

and

{xeR

Example 3 The problem is the minimization of a sum of Euclidean norms:

5
Z )2 <5%22, xiZO,i—l,...,5}. (4.3)

m
mingegn »_ ||bi— Al 2], (4.4)

i=1
where by, ba,..., by, € R are column vectors in the Euclidean d-space,
Ar, Ao, ..., Ay € R™? are n-by-d matrices. Problem (4.4) is a convex

programming problem, but its objective function is not differentiable at
any point x with b; — AZ-Ta: = 0 for some ¢. We have the following conclusion
for problem (4.4) (see Lemma 5.1 and 5.2 in [17]).

Lemma 4.1 z* is a solution of (4.4) if and only if u* = (z*,y*) satisfies
Fu)T(u—u*) >0 foralucX, (4.5)

where y* = (yi,...,y5) € R™ with yf € R4 (i=1,...,m), X = R" x B x
-x B C R"™4 with B = {s € R||s|| <1},

F = ()

A=[A1,As,... Ay, 0T =T 6T, . bL .

In (4.4), the dimension of the reformulated problem (4.5) is n + md,
and X can be written as

X = {u=(z,y) € R gi(u) = ||yl = 1 <0,
yi €RY i=1,...,m}. (4.6)
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(4.4) can be reformulated as the second order cone program

m
min:cER"7 yER™ E Y;
=1

st b= Alzl| <y (i=1,...,m)

with dimension m + n. Then the dimension of the reformulated problem
is significantly reduced compared with problem (4.5). Here the motiva-
tion for choosing reformulation (4.5) is to convert the problem (4.4) into
VIP(X,F) (1.1) so that Algorithm 3.1 can be tested.

In our numerical example (4.4), fori = 1,...,m, A; € R™*% is a matrix
with elements

1 ifk=1
(A)k = {

0, otherwise,

and each component of b; is selected randomly from a uniform distribution
of (—5,5).
The parameters used in Algorithm 3.1 are set

a1 =0.5, as =2, p1 = 0.0001, ps = 0.75, n = 0.9, ¢ = 0.5,
Ao =5, Apin = 0.0001, Apax = 10

We use min{¥(wk), ||[V¥(w*)|} < 1.0e71° as the stopping rule. The trust
region subproblem in Algorithm 3.1 is solved by the truncated precondi-
tioned conjugate gradient method proposed in [20] and [24]. All examples
were done on a P-IIT with MATLAB code.

For Example 1 and Example 2, the starting points 2 are chosen ran-
domly in (0, 1), and 2" is set 2° = e, where e denotes the vector of all ones.
We test these two examples for 10 times with random z°, and the results
listed in Table 4.1 are the average value of 10 times. We report results of
Example 3 in Table 4.2, in which m denotes the number of terms in sum;
d denotes the dimension of b;; n indicates the dimension of x. The starting
point of Example 3 is chosen as u® = (2°,4°) = 0, 2" = 0.5¢.

In Table 4.1 and Table 4.2, Iter denotes the number of iterations, which
is also equal to the number of Jacobian calculations of F'(u); NF indicates
the number of function calculations, the number of solving the trust region
subproblem then is NF — 1; ¥(w/) denotes the value of ¥(w) at the fi-
nal iterate; |V (w/)|| denotes the value of ||[V¥(w)]| at the final iterate;
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Table 4.1. (Computing Results of Example 1 and Example 2)
Example 1. | Tter | NF | ¥(w/) VO (wh)] | t*(A)ave
1 3.5 | 4.5 | 2.1843e-25 | 2.0970e-12 | 0.1701
2 4.2 | 5.2 | 1.1204e-11 | 7.9197e-06 | 0.0017
Table 4.2. (Computing Results of Example 3)
m|d |n Iter | NF | U(w/) IV ()| | t*(A)ave
5 |50 | 100 |7 8 8.8409e-15 | 3.6800e-06 | 0.0403
100 | 100 |9 10 | 1.2513e-13 | 1.6713e-05 | O
200 | 100 | 20 | 30 | 2.5651e-13 | 3.9582e-05 | 0.3343
100 | 1000 | 9 10 | 9.3376e-12 | 1.0853e-04 | 5.9008e-05
10| 10 | 100 | 6 7 2.9888e-13 | 1.1463e-05 | 0.2441
50 | 100 |9 11 | 5.0705e-13 | 2.0286e-05 | 0.1962
50 | 500 |9 11 | 1.0827e-13 | 1.4576e-05 | 0.0394
100 | 1000 | 16 28 | 1.1550e-11 | 1.8243e-04 | 0.4568
20 | 50 | 100 | 10 11 | 6.1714e-12 | 9.9883e-05 | 0.1369
50 | 1000 | 10 11 | 1.1920e-12 | 5.0466e-05 | 0.0655
100 | 100 | 11 12 | 7.0359e-13 | 4.5551e-05 | 0.0635
100 | 1000 | 11 12 | 2.3270e-12 | 8.7587e-05 | 0.0781

t*(A)ave denotes the average of all ¢} (AF).

We give some explanations to ¢*(A)aye. From the locally convergent
analysis we know that under some assumptions, the value of tZ(Ak) specifies
the superlinear property of Algorithm 3.1, i.e., t; (A¥) = o(1) means that the
search direction dp(A¥) is used eventually and the superlinear conclusion
is obtained. Note that t*(A)ave has a different meaning with tZ(Ak). The
former, i.e. t*(A)ave, expresses the average value of ¢ (AF) during the total
iterates, whereas the latter is the weight coefficient of the search direction
(see (3.9)) at the kth iterate. The value t*(A)aye just shows which direction
(the projected gradient direction or the projected trust region direction) is
used mostly in all iterates. In other words, if t*(A)ave is close to zero, the
projected trust region direction is used most of the time in the total iterates,
otherwise, if it is close to one, then the projected gradient direction is used
most of the time.

Table 4.1 and Table 4.2 show that our algorithm is promising. The
computing effect is represented by the iterative number of examples. We
also note that for all examples, the average value t*(A)aye is small, which
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implies that the trust region direction was used very often. This feature
also shows that the proposed method is computationally better than the
projected gradient method.

We note that Example 1 and Example 2 are strongly monotone varia-
tional inequality problems in the whole space, so the conditions assumed in
Theorem 2.1 are satisfied. Though we can not prove that Example 3 satis-
fies the assumptions of sufficient conditions in Theorem 2.1, Algorithm 3.1
is still flexible for the problem.

5. Conclusion

In this paper we consider how to solve the KKT system of a general
VIP(X,F). We reformulate the KKT system as a constrained optimization
problem. The motivation of the new reformulation is based on some real
cases where F'(z) is not defined well on the whole space, or some important
properties of F'(z) hold just on X. The so-called stationary condition, which
ensures a stationary point of the reformulated optimization problem being
a solution of the KKT system, is discussed. A projection-type method for
solving the reformulation problem with a closed convex set is also presented.
The new algorithm has nice global and local convergence properties. Nu-
merical examples show that the new algorithm is promising. Since how to
compute efficiently the projection of a general closed convex set is an open
question, the new algorithm is suitable for some special VIP(X,F) where
the projection on X is easy to be computed. On the other hand, from the
numerical example 3 we note that the conditions proposed in Theorem 2.1
may be reduced in the further research. Moreover, to require the iterates to
stay in the whole set X is quite questionable. In order to reduce the difficul-
ties in solving the reformulated constrained problem, we may just consider
the constraints which are necessary. These are our further research topics.
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