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STABILITY OF THE SOLUTIONS
OF DIFFERENTIAL EQUATIONS

BERNARD BEAUZAMY

ABSTRACT. We introduce a new norm (derived from Bombieri’s norm for polynomials) on a class of
functions on the complex plane. This norm is hilbertian, and can be viewed as a weighted L2 norm (or a
weighted 12 norm). It allows us to give quantitative results of the following sort: If we solve P(D)u f
(with boundary conditions), and if we modify f, how is the solution u modified?

Let/32 be the space of measurable functions f in the plane, such that

fofo2rre-r2 If(rei)12 rdr
dO

equipped with the norm

Ilfll e-r2 If (reiO)12 rdr dora
1/2

()

Let 792 be the closure of the analytic polynomials for this norm.
For instance, the function e belongs to 792, since it can be approximated by analytic

polynomials, and since

e-r lerd 12 rdr dO e-r2+2rcosO rdr
dO

The space/32, and its subspace 792, are obviously Hilbert spaces, with the scalar
product

(f, g) e-rz f(rei)g(rei)rdr dO. (2)
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For a polynomial P(z) - ajzj, the norm has an expression using its coeffi-
cients:

LEMMA 1. For a polynomial P in one complex variable, P (z) aj zj"

IIPII- j laj 2

j=O

(3)

The proof is obvious, and is left to the reader.
Therefore, the space 792 can be viewed as a space of analytic functions f(z)

-j>_o aj z for which

j !laj 12 < +o.
j>_0

The expression (3) offers some similarity with Bombieri’s norm, which, for a
one-variable polynomial (see B. Beauzamy [2]), is defined by

[P]-- (j=0 j!(nn!- j)!
(4)

In this expression, the constant factor n! is of course of no importance. The only
difference between (4) and (3) is the presence of the reciprocal factor (n j)!. The
degree of P appears in (4), not in (3): this allows us to define Ilfll (as we did) for a
class of entire functions, which was not possible with (4).

The similarity of the definitions will ensure that many properties of Bombieri’s
norm will pass to this new norm. We now explore these properties, and we will come
back to the comparison between (3) and (4) at the end of the paper.

LEMMA 2 (TRANSPOSITION). For any f, g in

If,

ProofofLemma 2. Take the norm under the form (3), with scalar product

(f’ g) E j!aj[j; (6)
j>_o

if f ajzj, g bjzj. It is enough to prove the lemma for monomials,
and (5) is obvious.

The next lemma is the equivalent of the "evaluation lemma" obtained by Bruce
Reznick in [7] for Bombieri’s norm:
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LEMMA 3. Let f be in 792 and w in C. Then

f(w) (f, eCZ). (7)

ProofofLemma 3.
scalar product.

This is straightforward from the representation (6) of the

LEMMA 4. Let Q be in 792. Then,for any complex a,

II(z- )QII -IIQII + IIQ- Q’ll =. (8)

In particular, II(z )all all, with equality ifand only if Q(z) cexp{6tzl,for
some complex number c.

ProofofLemma 4. Using Lemma 2, we write

((z a)Q, (z or)Q)

(zQ, zQ) (tQ, zQ) (zQ, otQ) + (otQ, otQ)

(Q’, Q’) + (Q, Q) ct(Q’, Q) t(Q, Q’) + Ic12(a, Q)
Q 2 + a’ Q I1=,

which proves Lemma 4.

As a consequence of formula (8), we see that if f is analytic and (z c)f is in
792, then f is in 792.

COROLLARY 5. For any polynomial P written as

P --a(z -otl)...(z -otn),

and any polynomial Q, we have

P Q lal Q II.

This is clear from Lemma 4.
Now, we want to solve equations of the form

P(D)u f, (12)

where D 19-’ f is in 792, and we look for u, with u 2, P(D)u 792.

LEMMA 6. Let f in 792. The equation P(D)u f is satisfied with u in T)2, such
that P(D)u is in 79_, ifand only if, for any polynomial Q,

(u, P* Q) (f, Q), (13)

where P* is the conjugate polynomial Y dj z
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Proof. If u is a solution, (1 3) must hold for any polynomial, by the transposition
Lemma. On the other hand, assume there is u, in P2 with P(D)u in 792, satisfying
(13). Then we have (P(D)u, Q) (f, Q) for all Q, which implies P(D)u f,
since polynomials are dense in P2.

Let n be (as before) the degree of the polynomial P.

no
LEMMA 7. The set {P’g; g 6 792} is a closed subspace of 792, with codimension

ProofofLemma 7. The fact that this is a closed subspace is obvious; let us turn
to its codimension. In order to prove our claim, all we have to do is to show that
(z + a)792 is of codimension in 792; we then iterate the procedure and show that
(z + a)(z + b)792 is of codimension in (z + a)T’2, and so on.

So let us consider (z + 1)792 E. We claim that this space is exactly the subspace
of P2 made of functions which vanish at -1. One inclusion is clear. On the other
hand, if f is in 792 and vanishes at -1, since f is analytic, f (z + 1)g with g
analytic, and Lemma 4 shows that g is also in 792, which proves our claim.

By the evaluation lemma (Lemma 3), we have

E {f; (f, e-z) 0),

which is of codimension in P2. This proves Lemma 7.

COROLLARY 8. The problem P(D)u f, where f 792 and the solution u

satisfies u 792, P(D)u 792, is well posed (that is admits a unique solution) ifand
only ifwe add to it n independent conditions of theform

(U, gl) CI

(14)

(U, gn) Cn

for given g gn 792 and complex scalars c Cn. The subspace generated
by g gn must not intersect (except at O) the subspace P* 792.

LEMMA 9. The sequence ofmonomials zk/q/-! is a Hilbertian basis of792.

ProofofLemma 9. Clearly from (3) these monomials are normalized; from (6)
one sees that they are orthogonal. Assume (f, zk) 0 for all k. Then (f, Q) 0
for any polynomial Q, and therefore f 0 since polynomials are dense in 792. This
proves the lemma.

So any f in 792 has a unique decomposition

zk
f , 5)

k>0
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where Ick 12 < d-a, and

(16)

From now on, we assume that n conditions of the type (14) have been added to
our problem, which is now well posed.

The solution u will be decomposed into two orthogonal pieces

where u2 belongs to the orthogonal complement of the subspace P’g; g 792} (thus
meaning that P(D)u2 0), and satisfies conditions (14). The application f -- uis well-defined, and is linear.

If we take on u the norm

Ilu 112 (llu 2 -+- IIP(D)u1112) 1/2, (17)

the application u f is continuous. Therefore, by the closed graph theorem, the
inverse application is also continuous. The stability result we are looking for is a
consequence of this continuity: we are looking for a constant C such that, for all f,

Ilull CIIfll. (18)

The computation of this constant will be done through the following lemma:

LEMMA 10. The transpose of the application P x ’kk -- (Otk)k>_0, from
P 7"92 into/2, is the application f -- u.

ProofofLemma 10. We denote by A the application

zk
A’P x fl/ -- (flk)k>_O.

k>_O

Its transpose, A, is defined, for fl (ilk) 6 12, by the formula

’A,PZk ,A Pk
kO kO

k>0

Take oj l, the others 0; for all j we get

( Afl, P flj.

(19)

(20)
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Now set f k>_0/3k, and let u be the solution of the associated problem. Then,
for all j,

which is the same as (20) and proves that A u, which is our claim.

LEMMA 11. Assume we have an inequality of the sort

k>0 .. k>0

(21)

where is independent ofthe otk’s (but may depend on P). Then

Ilull =llfll. (22)

ProofofLemma 11.
continuous and satisfies

Inequality (21) expresses the fact that A, defined in (19), is

IIAIIop _< 1/8.

But then its transpose is also continuous and has same norm (see for instance B. Beau-
zamy [1]). Since this transpose is precisely the application f ---> u, inequality (22)
follows.

But Corollary 5 provides us with an inequality of type (21); namely, we know that
if a is the leading coefficient of P,

e QII lal QII

for any polynomial Q.

Summarizing, we have obtained"

THEOREM. Let P be any complexpolynomial, and let a be its leading coefficient,
n its degree. Consider a problem

P(D)u f

with f in 792, u in 792. Add n independent conditions of the form (14) so that the
problem is well posed. Decompose u into two orthogonal pieces u + u2, where
P(D)u2 0 and u2 satisfies the n conditions (14). Then we have the estimate

u 11 z---c, f II. (23)
lal
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This estimate is indeed a stability result: if f and g satisfy Ilf g < e and if
u, v are the solutions of P(D)u f, P(D)v g, with same conditions (14), then
Ilu oil < ellal.

There are not too many results concerning this type of stability in general, that
is, without special assumptions on P. Of course, in special cases, there are classical
theories: for instance when P is elliptic (see H. Brezis [6]).

Let us now come back to the comparison between this new norm and Bombieri’s
norm.

The usual Bombieri’s norm can be defined with a kernel similar to the one we
used in definition (1). Indeed, take a polynomial P(z) Y’o aJ zj. Consider the
associated homogeneous two-variable polynomial

g(xl,x2) E ajx[x-.
o

Then one proves easily that

As observed by Bruce Reznick [7], in the definition of Bombieri’s norm one should
replace [P] by 4rff! [P]: this would be more consistent. Assume this modification to
be done in our earlier work (Beauzamy-Bombieri-Enflo-Montgomery [3], Beauzamy-
D6got [4]). Then one sees that Bombieri’s norm is exactly the same kernel as (1),
except that the kernel is applied to a homogeneous polynomial in 2 variables.

Bombieri’s inequality (see [3], [4]) reads

[PQ] > [PI[Q],

and the corresponding inequality for I1.11 is false (take P + z, Q z).
Lemma 4 gives a kind of replacement, which can be written in symmetric form:

11P Q >_ maxla Q II, b P II}

where a, b are the leading coefficients of P, Q respectively.
Finally, we observe that the definitions and results can be extended to functions in

several complex variables, using the norm

II.f 112 e-(r+...+r,2,)
,tO

xlf(reiO, eiO, dO
r,, r dr r,, dr,,
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