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Comment

Norman Cliff

The efforts of Mosteller and Youtz to introduce
more standardization represent a desirable goal. How-
ever, some barriers to such standardization are likely,
and the extent to which complete standardization is
desirable is questionable. Words are inherently fuzzy
and communicating degree of fuzziness is a significant
aspect of communication. Studies of ambiguity would
do well to focus more on the range of meanings that
are communicated and less on measures of central
tendency.

One of the social phenomena that can occur in a
field is that its terminology can tend toward anarchy,
anything meaning anything. This seems to have hap-
pened to some degree in the case of probabilistic terms,
and Mosteller and Youtz’ paper, and the literature it
summarizes and will stimulate, may be a useful coun-
ter to this tendency. The paper provides a good
summary of quite a range of empirical research (one
would, however, have hoped to see the pioneering
study by Howe, 1962, noted) as well as giving new
data of their own; however, there are aspects of the
empirical literature, and their own data, to which
one could wish they had paid closer attention. The
paper’s effect should be positive, but it would be opti-
mistic to expect its effect to be great, and from some
points of view complete codification has undesirable
consequences.

Standardization of terminology has been a goal

- of individuals and groups since at least the Tower of
Babel. While greater uniformity of word usage would
seem to have desirable properties, not many such
efforts have met with success. One therefore wonders
whether Mosteller and Youtz’ will be one of the
exceptions.

The exceptions that come to mind most easily lie in
the sciences, where there are standard terms for the
physical units, standard names for the chemical ele-
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ments and a standardized procedure for naming chem-
ical compounds, to name a few. A similar situation
exists with the Linnaean system for naming orga-
nisms. Such standardization also occurs to some ex-
tent in other fields as well; a hardware salesperson
makes a consistent linguistic distinction between
hardware cloth and screening.

Without posing as more than an interested observer
of such phenomena, one can speculate on the variables
that lead to standardization. It seems that two impor-
tant ones are isolation of communicators and specifi-
city of referent, accompanied by penalty—social or
economic—for linguistic error. One can question the
extent to which these conditions are present in the
case of probability terms. The linguistic community
for probability terms does not seem very isolated.
Everyone has almost daily necessity of referring to the
chances that an everyday event will occur, and people,
such as statisticians and various types of data ana-
lysts, who have reason to refer to formally estimated
probabilities, are frequently faced with referring to
more informally defined events. Furthermore, the
community of individuals who act as statisticians is
not very closed. Thus it seems likely that there is a
large degree of interchange, both within and between
individuals and between formal within-community
usages and informal extra-community ones. This will
act to undermine any attempts at standardization.

One can also examine the degree of specificity of
referent that characterizes the probability field. The
very guidelines suggested by Mosteller and Youtz have
themselves a kind of vagueness of boundaries. One
can suspect that if boundaries were not vague, there
would be endless debates about where such boundaries
should lie. It is also hard to see much in the way of
direct consequences for violating any linguistic stric-
tures that are developed. Saying “fairly likely” instead
of probable“ is unlikely to lead anyone as seriously
astray as saying “grams® instead of "dynes“ or Rattus
norvegicus instead of Rattus rattus. Thus, trying to
keep a writer from using whatever term comes to mind
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is likely to prove much more difficult here than in the
cases where standardization has been successful.

Mosteller and Youtz perhaps focus too much on
averages, making considerable use of the fact that
some terms have more stable averages across groups.
However, averages have well-known inadequacies.
Taking account more formally of the variability of
response to a given term would seem particularly
relevant in this context.

In trying to communicate to an audience of more
than trivial size, one would not only want to be con-
fident that an average of the auditors’ interpretations
was appropriate, but that as many as possible of the
interpretations were close to that average. The paper
might have paid more attention to measures of inter-
individual variability and intra-individual ranges of
response or acceptability than to the stability of av-
erages across fairly comparable populations or mild
changes of context. Their acceptability functions are
useful in this regard, but not enough of this data is
presented to permit the full effect. If uniformity is the
goal, we would want to choose those terms which have
the smallest inter-individual variability, and I wish
they had presented more data of the acceptability
range type.

In this context I have noticed a perhaps surprising
phenomenon. When I first studied word combination
principles (Cliff, 1959, 1988), I expected that the com-
bination of a word with a modifier would result in a
combination of their respective variabilities, so that
combinations would have more variability than single
words. This seems not to be the case. The data I have
looked at in Gallipeau (1986) as well as my own
supports the idea that the reverse is true. There is less
variability, both between and within persons, for com-
binations than for single words. Variabilities are rarely
reported in the literature, so it is difficult to validate
this finding in other research. It does seem likely,
though, that, while substituting “fairly probable” for
“probable” would have only a small effect on the
average of the numerical probabilities assigned, there
would be a reduction in the variance of the responses.
In this respect, the recommendation that verbal state-
ments of probabilities be formed by modifying a stem
is a good one. It might go a step farther, not using the
unmodified form at all.

We also need to consider whether in fact variability
of interpretation is undesirable. One of the fruits of
the fuzzy set approach to semantic processing is the
production of data that indicate the degree of fuzziness
of different words or phrases. Apparently there is
(a) considerable fuzziness for almost all terms, and
(b) considerable variation among verbal stimuli in this
regard. This is at first puzzling. If the set of possible
meanings for a term is so broad, what good is the
term? There are probably two answers to this.

The first answer is that the breadth is something
that can be decreased by context or modification. Even
a term like “probable” has a range of meanings that
is rather broad, not only in the numerical referents it
could have, but also in a more qualitative sense. The
auditor selects specifics out of this breadth according
to the context in which the term is used as well as in
terms of the modifiers that are applied to it. Even in
a context, and even under modification, the term’s
meaning set can still be rather broad. Requiring it to
be even moderately precise is probably hopeless.

The second answer is that one of the things we have
to communicate to the auditor is a notion of the degree
of fuzziness of the statement. When we translate a
numerical probability into a verbal statement, is not
one goal to trade the specificity of the number for a
generality of the statement, modified by the message
that we do not really mean, say exactly 0.3574 ..., or
even 0.357 £ 0.064, but just some number around the
lower middle of the probability scale? That is, the
degree of fuzziness is a dimension of the communica-
tion. Attempting to standardize at some level of fuz-
ziness would deprive the communicator of this
dimension.

There is another issue that has been touched on
tangentially above but that deserves its own mention.
This is whether any terms have a context-free mean-
ing. Basic issues of the psychology of judgment apply
here, if nothing else. There is now much evidence that
we have an internal scale of quantity in much the
same sense that we have an internal scale of pitch
(Moyer and Landauer, 1967; Holyoak and Walker,
1976). All the effects that are known to occur in
psychophysics are very likely to occur here as well,
including effects of adaptation level, anchoring stim-
uli, and the like. Indeed, some of these are already
demonstrated (Banks, Fujii and Kayra-Stuart, 1976;
Holyoak and Mah, 1982). This means that the nu-
merical referent of any probability term is likely to
vary, perhaps considerably, no matter how narrowly
we restrict usage. One can go further and say that the

- terminology should be allowed to vary as a function

of context if the appropriate interpretation by the
auditor is to be made.

The degree to which there are context effects was
illustrated by the study by Pepper and Prytulak
(1974). They studied frequency adverbs using a prob-
ability response scale, and found, for example, that
the term “very often” used in one context had a
smaller numerical probability referent than “some-
times” had when used in another. That is, there was
a strong effect of the prior probability of the event
described. Much the same sort of effect can be ex-
pected for probability terms themselves. I think
Mosteller and Youtz are too ready to dismiss such
effects. All of this tends to support the idea that only
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modest uniformity at best can be expected for any
probability terms.

In formulating their recommendations, it would -

have been useful to pay closer attention to the exten-
sive recent work on very nearly this same topic by
Budescu and Wallsten and their collaborators
(Wallsten, Budescu, Rapoport, Zwick and Forsyth,
1986; Budescu and Wallsten, 1985; Wallsten, Fillen-
baum and Cox, 1986). These provide a broader empir-
ical and conceptual perspective on the topic than I
think is provided by the present proposal.

All of this is not to denigrate the value of the present
article for the audience to which it is addressed. We
all need to apply probability terms judiciously rather
than haphazardly or arbitrarily. It is useful to be
reminded of the almost inherent ambiguity of the
double negative, or that certain phrases bring in con-
notations that may be unwanted, or that some terms
have more ambiguity than others. However, this all
comes under the rubric of advice to be careful of what
you say and how you say it. A writer of even moderate
skill is aware of connotations and contexts and will
make use of them in a way that optimizes his or her
ability to communicate. Even the double negative “not
improbable” has its uses of emphasizing to those who
thought something was improbable that their expec-
tations were wrong or just as a stylistic device giving
the readers a bit of a prod to make them pay attention.
I applaud the motives of Mosteller and Youtz toward
making us all try to communicate more carefully,
without being very sanguine about their chances of

having any major effect. The main barriers to effective
communication lie elsewhere, I feel, but that is a
different issue.
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Comment: Codifying Chance

Joseph B. Kadane

Mosteller and Youtz have given us an interesting

meta-analysis of the literature on the probabilities
that people associate with various descriptions of un-
certainty. They have also added to this literature a
study of their own using science writers as subjects.

My only question about their treatment of this data
is whether a transformation, such as log-odds or arc-
sine, would have reduced the boundary effects that
are so pronounced in looking at the interquartile
range.
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They propose that their research be used for codi-
fication of at least some probabalistic expressons. One
possible application of codification would be for expert
witnesses in court. Often when a scientist, for example
a statistical scientist, testifies, no one else in the court
is comfortable with quantification. It would be very
useful to have words in English to express the import
of the crucial numbers, and to have the choice of those
English words be based on data of the kind prov1ded
and reviewed by Mosteller and Youtz.

In order to be an effective tool for this purpose, it
is not so important that each possible word be repre-
sented, as that each state of uncertainty be repre-
sented. Therefore, many less than 52 words, perhaps
a dozen, are needed. Accordingly I reorganized some



