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formation, and their goal is to better that communi-
cation, to make it more precise. Their project has two
phases. In the first, they will determine what these
terms mean to the people who use them. In their own
study they have found, for example, that frequent is
judged to represent an average proportion of about
0.72 of the time with an interquartile range of about
0.15. If you say something is frequent, they claim, you
are saying that it occurs about 72% of the time plus
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or minus 7.5%. In the second phase, they will codify a
selection of these terms so that they can be used and
interpreted consistently.

Mosteller and Youtz’s goals are admirable. I will
argue, however, that the project they describe leaves
out one essential step they need for their goals. The
problem comes from’ not distinguishing between word
meaning and word use.

MEANING AND USE

We all recognize that words can change interpreta-
tions from one situation to the next. We are likely to
interpret good as “adept” in good juggler, “tasty” in
good sauce, and “healthy” in good sleep. We are likely
to take red to denote different hues in red car, red
hair, red potato, red onion and red face. And we are
likely to infer different heights for tall when it is used
in tall grass versus tall tree. We would even infer
different heights for tall in tall snowman depending on
whether the speaker was thinking about a snowman
being built by a couple of kids or a college fraternity.

Yet it would seem wrong to say that the words good,
red and tall actually change meaning from one situa-
tion to the next. Good still means “greater than some
norm on some positive quality” (Katz, 1964), red still
means “in a blood-colored direction relative to some
set of hues,” and tall still means “greater than some
norm in height” (Bierwisch, 1967). What changes is
the norm, the quality, the set of hues, and the normal
height we infer in order to fill out these meanings.
Word meaning is just not the same as word use, where
by “word use” I mean what a person means in using a
word on a particular occasion.

Tall is typical of words whose interpretations de-
pend on context. It is a so-called relative adjective,
one of a large set of adjectives and adverbs that
includes large, small, good, bad, near, far, and many
others. One of their primary properties is that they
are two-place relations. One isn’t just tall. One is tall
relative to C, where C stands for a comparison set. So
of Larry Bird, who plays basketball for the Boston
Celtics, we might say “Bird is very tall for a man,”
“Bird is quite tall for a college basketball player,” and
“Bird isn’t very tall for a professional basketball
player.” Usually, we leave C up to our listeners to
infer. When we say “He certainly is tall,” we could
mean “for a basketball player,” “for a fourth grader,”
or “for a person to be marrying such a short woman
as Jennifer,” depending on the situation. There is an
explicit or implicit comparison set C for every use of
a relative adjective. '

Most of the expressions Mosteller and Youtz con-
sider are relative adjectives or adverbs. These include
frequent, infrequent, rare, probable, improbable, likely,
unlikely, often, seldom, rarely, usual, unusual, occasion-

ally, and all of their modified forms. Frequent really
means “frequent relative to C.” When we say “She
frequently goes out to eat,” we may mean “frequently
relative to the frequency with which most people go
out to eat” but when we say “She frequently goes to
Europe,” we may mean “frequently relative to the
frequency with which most people go to Europe.” Even
terms like probable and likely fit the mold. When we

“say “He’s likely to get a headache if he keeps on

drinking,” we may mean “likely relative to the likeli-
hood that he would ordinarily get a headache.” But
when we say “He’s likely to break a leg if he keeps on
skiing,” we may mean “likely relative to the likelihood
that he would ordinarily break a leg,” which is less
probable than getting headaches.

EMPIRICAL RELATIVITY

Several empirical studies show how relative these
terms can be. In a study by Pepper and Prytulak
(1974), students were shown instances of these sen-
tences, among others:

(1) At a recent press conference, Miss Sweden said
she felt that in real life men [very often, frequently,
sometimes, seldom, almost never] found her attrac-
tive.

(2) The New York Daily News reported that in the
U.S.A. during February 1966, commercial passenger
planes [very often, frequently, sometimes, seldom, al-
most never] crashed.

In (1) frequent was judged to represent about 75% of
the time, but in (2), about 28% of the time. There
were similar differences for the other four expressions.
In a study by Mapes (1979), British physicians were
shown one of these two sentences (among others):

(3) In Martindale or some similar text, one might
read, “Side effects with chloramphenicol are fre-
quent.” What does frequent mean?

(4) In Martindale or some similar text, one might
read, “Side effects with neomycin sulphate are fre-
quent” What does frequent mean?

As it happens, chloramphenicol was known to have
many side effects, and neomycin sulphate few. In 3
frequent was judged to represent a median of 39% of
the time, but in 4, only 29% of the time.

For a more systematic study of relativity, let us
consider Hérmann’s (1983a) investigation of a few—
or rather its German counterpart ein paar. He gave
people expressions like “a few crumbs” and asked
them to give a range of numbers representing how
many objects were being denoted. The median esti-
mates were 8.23 for “a few crumbs,” 7.32 for “a few
paperclips,” 5.61 for “a few pills,” but only 5.00 for “a
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few children” and 4.58 for “a few mountains.” As
Hérmann observed, the larger the object, generally the
fewer objects inferred.

These judgments depend on more than the noun
that a few modifies. Consider these sentences (more
or less literal translations of the German sentences)
and people’s median estimates for a few:

In front of the hut are standing a few people: 4.55
In front of the house are standing a few people: 5.33

In front of the city hall are standing a few people:
6.34

In front of the building are standing a few people:
6.69

The larger the space, the more people there can be,
and the larger the median estimates. The same goes
for these:

Out of the window one can see a few people: 5.86
Out of the window one can see a few cars: 5.45
Through the peephole one can see a few people: 4.76
Through the peephole one can see a few cars: 3.95

The estimates can depend on even subtler judgments
of the possibilities, as in these pairs:

In front of the city hall there are a few people
standing: 6.34

In front of the city hall there are a few people
working: 5.14

Out of the window one can see a few people: 5.86
Out of the window one can see a few people arguing:
3.60

In the morning he read a few poems: 4.59

In the morning he wrote a few poems: 3.44

People take into account anything that changes the
total number of items one would expect in a situation.
The generalization seems to be this. People assess the
total number of possibilities that one would expect in

the situation described and then interpret a few rela- -

tive to that total. But what precisely is the relation of
a few to that total? It is probably not a constant
proportion, but rather a point on some nonlinear
transformation. That is an empirical question.

RECONSTRUCTING WORD MEANINGS

Theoretically, we never see word meanings directly.
All we ever see are word uses. We can ask people about
what a word denotes when it is used on a particular
occasion, but we cannot ask them directly what it
means. The meaning of a word is something we, or
they, can only abstract from its uses, and even the
best lexicographers have trouble doing that. That is,

determining the meaning of an expression is a two
step process. Step 1: Examine the possible uses of the
expression and establish how it is interpreted on each
occasion. Step 2: Reconstruct the meaning of the
expression from the invariances in these interpreta-
tions.

But, you might argue, why can’t we get at the
meaning of a word directly simply by presenting it
without any context? For a few, we might ask respond-
ents “How many things does a few signify?” Such a
procedure, I would argue, is illusory. A person trying
to answer this question has to imagine a more or less
concrete situation in which a few would be used and
then estimate the number it would denote in that
situation. Different people, of course, will imagine
different situations, and as we have seen, different
situations can yield very different numbers. If
Hormann had collected responses to this question
(which he didn’t), he might have got a median estimate
of 5.50, but it would have been merely an aggregation
over an unknown set of situations. The No Context
condition, I suggest, is really the Unknown Context
condition.

We can see the problem more clearly with the word
tall. In the Unknown Context condition, we would ask
respondents “What height does the word tall signify?”
One respondent might think of buildings and reply
“200 meters,” another of trees and reply “20 meters,”
and a third of people and reply “2 meters.” Or a single
respondent might imagine all three types of situations
and take the middle figure. In the end we would
conclude, say, that tall means “10 meters with a range
of 0.2 to 400 meters.” This just doesn’t seem to be the
right way to proceed, and it is easy to see why.

1. Sampling situations. We have no idea what situ-
ations people are imagining for the question “What
height does tall signify?” These could easily represent
a highly skewed, limited, and unrepresentative sample.
Further, the situations that come to mind for ¢all may
be very different from those that come to mind for,
say, short. If they are, the height estimates we get for
tall and for short are not comparable. This is a serious
WOrTy.

2. Aggregating over situations. To be able to aggre-
gate over the individual situations, we have to know
how they all work. Do they yield functions that can
be linearly combined, or not? It would seem wrong,
for example, to average the three height estimates of
200, 20, and 2 meters. Should we take their median?
Any answer to this question requires us to make strong
assumptions about what we (or the respondents) are
aggregating over in coming to the final estimates.

3. Variation with situations. The average or median
height estimate yielded by this procedure, say 10 me-
ters, will be of little help for any particular use of tall.
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Estimates for individual situations—from talking
about grass to skyscrapers—can vary by four orders
of magnitude, and the variation is systematic.

4. Meaning versus use. The Unknown Context pro-
cedure invites us to think of the meaning of tall as a
fixed height, our hypothetical 10 meters, located
within some range: But tall is a relative adjective—
tall relative to C—and we have not specified its mean-
ing until we have specified that relation. If you asked
me “What does tall mean?” it would be absurd for me
to answer “It means 10 meters with a range of 0.2 to
400 meters.” What makes it absurd is that the question
is about word meaning, and the answer, about word
uses. These are as different as apples and oranges.

THE MOSTELLER AND YOUTZ PROGRAM

By now my objections to Mosteller and Youtz’s
program should be clear. They assume that the mean-
ings of the probability and frequency expressions can
be determined in one step, by eliciting judgments in
an Unknown Context condition. Mosteller and Youtz
themselves asked science writers to give both the
probability “that they personally would attach to each
of these expressions” and “the range of probabilities
that they thought their readers would associate with
that expression.” This is an Unknown Context con-
dition. The other 19 studies they summarize relied on
similar instructions.

The objections just raised against the Unknown
Context condition apply to the Mosteller and Youtz
program. Let me illustrate with the word frequent.

We have no idea what situations respondents imag-
ine when they estimate proportions for frequent. In-
deed, there is evidence that suggests that people may
well imagine different situations for frequent than they
do for, say, rare. Frequent would bring to mind fre-
quent events, and rare, rare events. If so, people would
be estimating numbers for frequent in such contexts
as “T'V commercials are frequent” and for rare in such
contexts as “Airplane crashes are rare.” That would
make the estimates for frequent and rare not com-
parable. To be comparable, the estimates must be
drawn from the identical set of contexts, as in “TV
commercials are frequent” and “TV commercials are
rare.”

Whatever situations people imagine, it is misleading
to throw the estimates together in a single number
and range. Frequent is “frequent relative to C.” We
need more than a single estimate plus range. Recall
that the science writers judged frequent to represent
72% of the time plus or minus 7.5% in the Unknown
Context condition. That is the sort of figure that would
be used to codify the meaning of frequent. It is trou-
bling that the estimates frequent obtained in the con-

texts specified by 1, 3, and 4 were 28%, 29%, and 39%,
and these lie far outside this range. In cases like these,
what good is that range?

Ultimately, the problem is again apples and oranges.
Just as it is a confusion of meaning and use to say
that tall means “10 meters with a range of 0.2 to 400
meters,” it is also a confusion of meaning and use to
say that frequent means “72% of the time plus or
minus 7.5%.” With probability and frequency expres-
sions, it is simply harder to see the confusion.

A practical solution to these problems will take two
steps rather than one. Take tall. First, we might ask
respondents one of many pairs of questions like these:
(1) “What height would tall signify when speaking of
buildings in Chicago?” and (2) “What are the heights
of the typical, the tallest, and the shortest buildings
in Chicago?” Second, we would look for a way of
characterizing the answers of 1 in relation to the
answers of 2. What we would like to get at with 2,
ideally, is the distribution of assumed building heights
in Chicago, but I don’t see an easy way of asking
people this. We might then be able to say that tall
means, roughly, “from the 60th to the 75th percentile
on the distribution of heights assumed in that situa-
tion.” Hérmann’s findings suggest that a few is ame-
nable to this procedure. Frequent and its kin may be
too.

SUMMARY

Mosteller and Youtz recognize that the interpreta-
tions of probability and frequency expressions change
with context. Writing about Pepper and Prytulak’s
study, they say “The paper illustrates that context
can push the meaning a good ways but that for ordi-
nary events the differences are modest.” But what is
an “ordinary event”? It can’t be merely an event that
matches the Unknown Context condition. That would
be circular. Medical and social scientists must consider
many of the events they write about “ordinary” despite
a wide range in expected frequency of occurrence, and

_ they use these terms. They would be misled if they

thought that estimates from the No Context condition
were valid for more than a fraction of the uses.
Mosteller and Youtz’s goal is the betterment of
communication. They will only succeed, I suggest,
when they recognize that, in real life, we interpret
every expression in a particular context. And for that
they must distinguish word meaning from word use.
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Comment

Norman Cliff

The efforts of Mosteller and Youtz to introduce
more standardization represent a desirable goal. How-
ever, some barriers to such standardization are likely,
and the extent to which complete standardization is
desirable is questionable. Words are inherently fuzzy
and communicating degree of fuzziness is a significant
aspect of communication. Studies of ambiguity would
do well to focus more on the range of meanings that
are communicated and less on measures of central
tendency.

One of the social phenomena that can occur in a
field is that its terminology can tend toward anarchy,
anything meaning anything. This seems to have hap-
pened to some degree in the case of probabilistic terms,
and Mosteller and Youtz’ paper, and the literature it
summarizes and will stimulate, may be a useful coun-
ter to this tendency. The paper provides a good
summary of quite a range of empirical research (one
would, however, have hoped to see the pioneering
study by Howe, 1962, noted) as well as giving new
data of their own; however, there are aspects of the
empirical literature, and their own data, to which
one could wish they had paid closer attention. The
paper’s effect should be positive, but it would be opti-
mistic to expect its effect to be great, and from some
points of view complete codification has undesirable
consequences.

Standardization of terminology has been a goal

- of individuals and groups since at least the Tower of
Babel. While greater uniformity of word usage would
seem to have desirable properties, not many such
efforts have met with success. One therefore wonders
whether Mosteller and Youtz’ will be one of the
exceptions.

The exceptions that come to mind most easily lie in
the sciences, where there are standard terms for the
physical units, standard names for the chemical ele-
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ments and a standardized procedure for naming chem-
ical compounds, to name a few. A similar situation
exists with the Linnaean system for naming orga-
nisms. Such standardization also occurs to some ex-
tent in other fields as well; a hardware salesperson
makes a consistent linguistic distinction between
hardware cloth and screening.

Without posing as more than an interested observer
of such phenomena, one can speculate on the variables
that lead to standardization. It seems that two impor-
tant ones are isolation of communicators and specifi-
city of referent, accompanied by penalty—social or
economic—for linguistic error. One can question the
extent to which these conditions are present in the
case of probability terms. The linguistic community
for probability terms does not seem very isolated.
Everyone has almost daily necessity of referring to the
chances that an everyday event will occur, and people,
such as statisticians and various types of data ana-
lysts, who have reason to refer to formally estimated
probabilities, are frequently faced with referring to
more informally defined events. Furthermore, the
community of individuals who act as statisticians is
not very closed. Thus it seems likely that there is a
large degree of interchange, both within and between
individuals and between formal within-community
usages and informal extra-community ones. This will
act to undermine any attempts at standardization.

One can also examine the degree of specificity of
referent that characterizes the probability field. The
very guidelines suggested by Mosteller and Youtz have
themselves a kind of vagueness of boundaries. One
can suspect that if boundaries were not vague, there
would be endless debates about where such boundaries
should lie. It is also hard to see much in the way of
direct consequences for violating any linguistic stric-
tures that are developed. Saying “fairly likely” instead
of probable“ is unlikely to lead anyone as seriously
astray as saying “grams“ instead of “dynes“ or Rattus
norvegicus instead of Rattus rattus. Thus, trying to
keep a writer from using whatever term comes to mind



