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TurorEM 8. If the arrial and departure epochs of a single-counter queue are both
Poisson, then the service time distribution is exponential, or a step function at 0.

The author has had valuable discussions with A. W. Marshall and T. E. Harris
in connection with this work.
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ON THE POWER OF OPTIMUM TOLERANCE REGIONS WHEN
SAMPLING FROM NORMAL DISTRIBUTIONS!

By IrwiN GUTTMAN

University of Alberta

1. Introduction and Summary. In [1], optimum g-expectation tolerance regions
were found by reducing the problem to that of solving an equivalent hypothesis
testing problem. The regions produced when sampling from a k-variate normal
distribution were found to be of similar 3-expectation and optimum in the sense
of minimax and most stringency. It is the purpose of this paper to discuss the
“Power” or ‘“Merit”’ of such regions, when sampling from the k-variate normal
distribution.

Let X = (X, ---, X,) be a random sample pcint in n dimensions, where
each X, is an independent observation, distributed by N(, ¢°). It is often de-
sirable to estimate on the basis of such a sample point a region which contains
a given fraction 8 of the parent distribution. We usually seek to estimate the
center 1008 % of the parent distribution and/or the 1008 % left-hand tail of the
parent distribution.
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774 IRWIN GUTTMAN

2. Formulation of the Power Function. Suppose sampling from N (u, ¢2), where
Case 1: p, 0" unknown. For this case the solution of the equivalent hypothesis
testing problem (as formulated on p. 171 of [1]) is given by

¢y($17'°"xn)=l if ,W!§aﬂ,
—0 it W] > g,

where
W—=ys_x, E=n"Y x, S=mn-1D"Y (& — 3>,
z =1
and ¢,(z1, - -+ , T.) is the characteristic function of the minimax most stringent
tolerance region S(X;, -+, X,). The ag are constants chosen to give

S(xly "',(E,.) = [j_aﬂsz,i"i‘aﬁsz]

size B, and are tabulated in Table I of [1].

The power of ¢ (as defined on p. 170 of [1]) and hence of S is determined by
the distribution of W under the alternative of the equivalent hypothesis testing
problem. That is, we have

Power = P,i.(|W| < ap),

@.1) | W | as
= Pjun. =< — .
(@+n) = (&2 +n)
Now, under the alternative, y — % has variance (¢ 4+ 7n ")¢". Thus,

W/ + n_])* under the alternative, is the Student’s ““T”’ variable with (n — 1)
degrees of freedom. Hence

(2.2) Power = P <I Tl = m)
The power measures the “degree of confidence” we have in S(X;, -+, X,)

of covering the centre 1008% of N(u, ¢°), when the “desirability” of covering
the centre 1008 % set is given by

Qu.2(S) = de(p, o’o%), 0 <ac<l.

For example, if it is 99.1% desirable to cover the 95% center part of N(u, o°),
then @ = £, and the power is found by (2.2) using & = 2. Values of the power
for the regions S, where the desirability of the 1003 % sets are .99, are given for
B8 = .75, .90, .95 and .975, in Table I.

As an example, consider forming S on the basis of a sample of 7. Then from the
tables in [1],

S =[&— 2616, %+ 2.616 s,].

Now, suppose we wish to have 99% confidence that S(z:, -+, 2r) contains
95% of N(u, o°). Then, the “confidence” that S covers 95% of the parent dis-
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Tasre 1

Power of B-expectation tolerance regions,
[Z — ags:, T + ags,)

Measure of Desirability = .99

« .870167 760906 .638572 446594

\nk 975 .95 .90 .75
2 .9759 .9545 L9141 .7931
3 L9776 .9618 .9361 .8564
4 .9792 .9682 .9516 .9011
5 .9806 .9733 .9576 .9154
7 .9826 L9772 .9669 .9381
11 .9848 .9809 . .9763 .9586
21 .9871 .9847 L9818 .9756
31 .9880 .9863 .9842 .9795
41 .9885 L9872 .9855 .9817
61 .9890 .9881 .9869 .9842
121 .9895 .9890 .9884 .9869

tribution, that is the power of S, is found by entering Table I for n = 7 in the
B = .95 column. The power is found to be .9772. That is, if X;, -+, X7, ¥
are independent normally distributed chance variables, X;, -+, X; having
identical distributions with mean u and standard deviation ¢, ¥ having mean
u and standard deviation oo, then

GBifa=1

Pr(X —2616s, <Y <X + 2616s,) =
9772 if a = .760906.

Case II. Mean unknown, variance known. The minimax and most stringent
tolerance region S(X;, -+, X,) of similar 8-expectation is given by

S(xly ”')xﬂ) = [i—bﬂa:£+bﬂ°']7

where ¢° is the known value of the variance, and bg are constants chosen to give S
size 8. Using the same procedure as for Case I, we have

. bs
= S [P o —
(2.3) Power P<|Z | < @ n‘1)>’
where Z is the standard normal variate. Values of the power for this case are
given in Table II.
Case I11. Mean known, variance unknown. The minimax and most stringent
tolerance region S(X;, ---, X,) of similar 8-expectation is

Sy v+ s @) = u— tapnrse, u+ lapnsl
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TasLe II

Power of B-expectation tolerance regions,
[& — bgo, T + bgol

Measure of Desirability = .99
a .870167 .760906 .638572 .446594
\nK .975 .95 .90 .15
2 | .0856 9792 0655 .9079
3 .9868 L9822 L9726 .9312
4 .9875 .9839 .9766 .9449
5 .9879 .9850 .9792 .9538
7 .9885 .9863 L9822 .9644
11 .9890 .9876 .9850 L9742
21 .9894 .9887 .9874 L9822
31 .9896 L9891 .9882 .9848
41 .9897 L9893 .9887 .9861
61 .9898 .9896 L9891 .9874
121 .9899 .9898 .9896 .9887
Tasue III

Power of B-expectation lolerance regions,

[ — tasys'z, b + ta—pes’sl, where s, = Vn ') (z: — u)

Measure of Desirability = .99
a .870167 760906 .638572 .446594
\nK .975 .95 .90 .75

1 .9765 .9578 .9280 .8651

2 .9787 .9678 .9535 .9243

3 .9806 .9751 .9626 .9501

4 .9821 L9771 .9695 .9581

5 .9832 .9787 .9747 .9644

7 .9847 .9811 .9779 .9733
11 .9863 .9838 .9814 .9787
21 .9879 .9865 .9851 .9835
40 .9889 .9881 .9873 .9864
60 .9892 0887 .9882 .9875
120 .9896 .9893 .9891 .9887

where u is the known value of the mean, ¢, is the point exceeded with probability
a by the Student’s “T” variable with n degrees of freedom. Using a similar
procedure as above, the power of these regions are clearly given by

Power = P(| T | £ ta-pye/a),
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where T is the Student’s variable with n degrees of freedom. Values of this power
are given in Table IIL. s; is defined as v/p ™ S (s — p)

3. Sampling from a k-variate normal distribution. Consider the case of sam-
pling from a multivariate normal distribution

c exp[—3(w — wA(w — w)'],

where 4 = (w, -+, m) and A™' is the variance covariance matrix of w =
(X:, -+, X&). Suppose x and A~ are unknown, and suppose it is desired to form
regions S which cover the centre part of the parent distribution. The choice of
the measure of desirability is

(3.1) Qur-r = N(u, &’A7Y), 0<a<l

It was shown in [1] that the solution of forming these regions, that is, of an

equivalent hypothesis testing problem (see p. 176 of [1]) is
gy Menied =1 when - @47¢ - Sa,
' =0 when (¢ — &)A7'¢E — &) > cs,

where @ = n—lZLl Wa
4 = (n - 1)_1 Z (wa - ‘:’)’(wa - ‘:’);
a=l
and ¢g are constants chosen to give the ellipsoidal region

3.3) Swr, -y wn) = {E|E— &ATE — ) = ¢p)

size B, that is, B-expectation. These regions were found to be minimax and most
stringent. Letting v* = (¢ — @)A™'(¢ — &), the power clearly takes the form

2
2 _ Y Cs
Puady = s} = Pmc.{a2 e =< 1}

a2+n
= 2<___c‘9_.
P{T = = 1},

where T” is Hotelling’s 7" variable with (n — 1) degrees of freedom, and Alt.
refers to the Alternative hypothesis in the formulation of p. 176 of [1].
By making the transformation

Power

(3.4)

™= (n — 1)n—f—l-cF,

it is well known that Hotelling’s T” distribution goes into Fisher’s F' distribution
with k, n — k degrees of freedom. That is, the power of S is given by

_ n—k cp
Power = P <F =< Wn =1 (@ F n‘1)>'
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TaBLE IV

Power of B-expectation tolerance regions,
E—-)A(E—~a) S

Measure of Desirability = .99
o .88927 79697 69432 .53403
\"K 925 .95 .90 75

3 .9755 .9531 .9105 .7810

4 9770 .9598 .9318 .8502

5 9784 .9661 .9522 .9022

7 .9809 9752 .9606 .9291
1 .9838 .9794 .9751 .9578
21 .9869 .9845 .9818 9770
30 .9880 .9865 .9847 .9812
31 .9881 .9866 .9849 .9815
32 .9882 .9868 .9851 .9818

In [1], it was shown that ¢ = (1 + n™)-(n — 1)-(k/n — k)-Fi_g, where
F15 is the point exceeded with probability 1 — 8 using the F distribution with
k, n — k degrees of freedom. Hence the regions (3.3) have power given by

/ 142"
(3.5) Power = P \F =< o F1_3>.
Values of the power function (3.5) are given for the case of sampling from the
bi-variate normal distribution (¢ = 2), when the correlation coefficient p is zero,
and desirability of the centre 1008 % sets is .99, in Table IV.

REFERENCES

[1] D. A. S. Fraser aND IRwiN GuTTMAN, ‘“Tolerance regions,”” Ann. Math. Stat., Vol. 27
(1956), p. 162.

[2] H. HoTELLING, “The generalization of Student’s ratio,”” Ann. Math. Stat., Vol. 2 (1931),
p. 360.

[3] E. L. LeaMaNN, Lectures on ‘“Theory of Testing Hypothesis,’’ recorded by Colin Blyth
(1950), University of California Press.

—

THE CONVERGENCE OF CERTAIN FUNCTIONS OF
SAMPLE SPACINGS!
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1. Introduction and summary. Suppose g(u1,- - , %) is a continuous function
of its arguments, homogeneous of order r, monotonic nondecreasing in each of its
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