ON A PROBLEM OF J. NEYMAN AND E. SCOTT!

By L. SCHMETTERER
University of Hamburg and University of California, Berkeley
1. Introduction. Let £ be a one-dimensional random variable distributed ac-
cording to N(a, ¢°) (that means a normal distribution with mean value a and
variance ¢’) and f(z) a measurable function defined on —© < z < . Sup-
pose that

((2m)ie)™ [Lw @) =" gy = w(a, o*)

exists for all real numbers @ and all ¢ > 0 as a Lebesgue integral. Let A be a
fixed positive number and # a one-dimensional random variable with distribu-
tion N (a, 0™?). Let ¢ bea random variable such that z/¢” has a Pearson-Helmert
distribution with » degrees of freedom. Further, we suppose that 5 and ¢ are
independent. The question is whether or not there are unbiased estimates
H(n, ¢) for w(a, ¢’) where —® < a < «, and where o > 0. In a paper of
Neyman and Scott [1] it is proved that there is always an unbiased estimate
H(n, ¢) for w(a, o) for the class of entire functions f(z) which satisfy the
conditions

(1) %(If('m)(o) I)l/n — 0(1)’ ;i(lf(znﬂ)(o) ll/n — 0(1)

and which take real values on the real line. Condition (1) can be expressed in
the following way: f(z) is an entire function of order 2 and type zero or of any
smaller order. Let us recall that an entire function f(z) is of order k and type
a = 0if |f(re®)| = O(exp{(a + €)r*}) for every ¢ > 0 but for no ¢ < 0 if
r=r(e)and 0 < ¢ < 2m.

In addition, the following problem is raised in the paper just mentioned: Let
f(x) be a measurable function defined on the whole real line such that

+o0
1) [ | f(2) Ie_“’ dz converges for all ¢ > 0.

Is there always an unbiased estimate H (7, ) for w(a, ¢°) if f(z) satisfies Con-
dition (i)? In this paper it will be shown that there is for each f(x) satisfying
Condition (i) an unbiased estimate H(9, ¢) for w(a, o) if A is any positive
number in the interval 0 < A < 1. However, if A is allowed to be >1, then
the unbiased estimate H (75, ¢) need not exist. Also, it will be shown that the
theorem of Neyman and Scott mentioned above is, in a certain sense, best.
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2. Problem and solution. Let us now consider for any A > 0 and any real
number » = 1 the integral equation

+= —(z—a)2/202
f f(z)e =™ dz

(2) o p®
= (2\’T'(#/2))7! f f H(y, z)e @2t gsi2et (g 2) (v D1 dy dz,
l—0 JO

where —0 < a < ®, ¢ > 0 and f(z) is any measurable function satisfying
(i). We will prove the following theorem.

TarorEM 1. If f(x) is a measurable function defined on the whole real line and
satisfying (1), then for all positive numbers N in the interval 0 < N =< 1 there is a
solution H(y, z) of (2) which satisfies the following “natural” condition

(i) JX2 (2| H(y, 2)| 227 "¢™ dy dz converges for all € > 0, 5 > 0.

Moreover, there is only one solution of this kind (up to sets of measure zero, of
course). For 0 < X < 1 and v > 1 this solution is given by

H(y,z) =T (—;-) [(1,-)%(1 — )\2)%11((1’ _ 1)/2)]_12—(v/2)+1
+o
'[w f(IC)[I(Z . (a; - y)z/(l _ )\2))]0—3)/2 da

—o <y< o, 0<2z2< o,
where
z>0
z = 0.

xa
(I@)= = {
0

Sor every real number a. For v = 1 the solution is given by
H(y,2) = ${fly — (2(1 = X)) +fly + (2(1 = ).
For N = 1 the solution s given by
H(y, z) = f(y), —0o <y< o, 0<z2< »,

For the proof we observe first that the assertion concerning A = 1 is trivial.
For A < 1, notice that f(z) is locally integrable by (i). Therefore, it is ob-

vViOllS that
+o0 _ (v—3)/2
J(y,z,v)=[°° f(x)(l(z—%—_:——%—) dz

is defined for all y, all nonnegative z and for » = 3. Moreover, it is easy to show
that J(y, 2, v) defines, for all y, each real » > 1 and almost all nonnegative z,
a locally integrable function of z, which after multiplication by exp {— %2} for
any g > 0 is absolutely integrable for 0 < z < «. To show this, consider the
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identity

r (" ; 1) (265 f Mf(y + t)e A gy

3) ) B
= f w0 it g [ fly + £t gy
0 o

The iterated integral on the right side of (3) is absolutely convergent by (i)
for each positive X < 1, each ¢® > 0, each » > 1 and all real y. But easy trans-
formation of the integration variables shows that this iterated integral is equal to

(1 — )™ : uo" fw (X)) + f(V))(z — w)Hdz du

where X =y + [(z — u)(1 — A))* and where ¥ = y — [(z — u)(1 — A
The absolute convergence of this iterated integral justifies changing the order
of integration and after an easy calculation we get for this integral

/: ¢ [:wf(x) (I (z — -(—f—:—%,)— )(v—3)/2 dz dz.

Another application of Fubini’s theorem and the fact that exp {—2/26% is
positive and bounded for all nonnegative z and every o* > 0 show that J(y, 2, »)
is a locally integrable function of z for all y, each » > 1, and almost all non-
negative z. This function is, after multiplication by exp { — #2}, for any 2 > 0
absolutely integrable for all nonnegative z. Now we use the following simple

lemma.
LemMa. If f(z) satisfies (1) then for any N in 0 < N < 1 there exists exactly

one solution g(y, ¢°) of the equation
+o0 +o0
(4) f f(x)e—(a:—'aﬂ/mr2 dr = % fw g(y, 0_2)e—(1/—a)2/202)‘2 dy, —o <a< o,

for which the integral on the right side of (4) converges absolutely for each >0
and all real a. This solution is given by

~+o0
y 9 = (@0l (1 - T [ #@)e e gg,
—wo <y < o,

(5

The uniqueness for a solution of (4) with the asserted property is well known.
For the proof that (5) satisfies (4) it is enough to notice that

[(2#)*0((1 _ )\2)§)_1] f+°°f(x) f+°° e—(y—x)z/2v2(1—x2)e_(y—..)z/zqzxz dy dz

+0
= )\f f(x)e—(’_“)zlz”z dz

and that the iterated integral on the left side of this identity converges abso-
lutely by (i).
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Now we proceed with the proof of Theorem 1. Using (3) and the above lemma
it follows (again by an application of Fubini’s theorem) that J(y, 2, ») is a
locally integrable function for almost all y, — < y < «, and almost all
2,0 < z < o, and that H(y, 2) satisfies the integral equation (2). The lemma
just mentioned and the remarks about the absolute integrability of
exp {— 72}J(y, 2, v) for all > 0 show that H(y, z) satisfies condition (ii).
The asserted representation of H(y, z) for the case » = 1 is now obvious. More-
over, it is well known that there is only one solution H (y, 2) of (1) satisfying (ii).

3. A negative result. Now we will prove that in a certain sense the result ob-
tained by Neyman and Scott concerning the existence of unbiased estimates
H(n, ¢) for w(a, ¢°) cannot be improved.

TaeoreM 2. Let f(x) be an entire function with real values on the real line and
satisfying Condition (1). There is for each real @ > 0 an entire function of order 2
and type a such that (2) does not have a solution H(y, z) which satisfies (ii) for
any A > 1. This means that there is no unbiased estimate for »(a, o°) according
to the usual definition of unbiased estimates.

For the proof take f(z) = exp { — ax’}. For a given a > 0, the function f(z)
is an entire function of order 2 and type «, which takes real values on the real
line. Suppose there is a solution H(y, z) of (2) which satisfies Condition (ii).
Then for each ¢ > 0, K(y, ¢°) defined by

K(y, @) = (6/2)7 [ " Hy, 26 (2/26) " do/20*

exists for almost all y, is locally integrable, and
-+o0

f K(y, 02)e—(y—a)2/202)ﬂ dy

exists as an absolutely convergent integral for all real a, each ¢ > 0 and any
A > 0. Hence, for each A > 1 and each ¢° > 0 the equation

e 2 2 2 Feo 2 2)\2
f g T g = 1/0 f K(y, a*)e 2™ gy
— 00 - 00

must be an identity in @ for all real a. We write a = —s and get
2 1 +o0
(6) [Q}%_T:I oot/ Qard kD s /2ent _ % fw K(y, o) omtgmiont g,

But it is obvious that these two expressions define for each ¢ > 0 and each
A > 1 analytical functions of s in the whole complex plane, which are identical
on the real line and so, everywhere. Take now

(7 AN = 1) > 1/2a

This is possible since X > 1. For s = 4t and real ¢ the right side of (6) is a
Fourier transform of an absolutely integrable function and must converge to

zero for || — . But the left side of (6) goes to infinity for |t — « by (7).
This is a contradiction to the existence of an unbiased estimate for w(a, o).
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ReMark 1. We notice that the same argument proves the nonexistence of
more general solutions H(y, z) of (2) in the case A > 1. For instance, it is easy
to show that for f(z) = exp {— oaz®}, @ > 0, there is no solution H(y, z) of
(2) for which the integral on the right side of (2) can be written as an iterated
conditionally convergent integral of the form

—1 y P
[M‘ (£>:I (26")™"* lim f &N im | H(y, 2)e "2 dz dy.
- M

2 M,N+>x e»>0 Je
P-»c0

For this we have only to consider the identity in s obtained from (6) by modify-
ing the definition of K(y, ¢°) and the right side of (6) in an obvious manner.
But using (allowed) partial integration it is easy to show that now the integral
on the right side of (6) exists also for all s of the complex plane. Further, it is
well known that the Fourier transform of a conditionally integrable function is
a o(]t|) for || — o and this leads again to a contradiction if o® satisfies (7).

ReMaRK 2. Using Laplace transforms it is also possible to give a more general
theorem than Theorem 1 which covers also the case A > 1. Because Theorem 2
gives a clear idea in which way such a theorem must be formulated, I do not
think that it is of any value to give it here.

4, Examples. According to Theorem 1 there is a solution H(y, z) of (2) for
any \ in the interval 0 < A < 1 if f(z) is given by exp {— oz®}, a > 0. For
0 < A < 1 this solution is given by

Ce V0D f eIV )27 Gosh (2ay(u(l — %) ) du,
0

where C = T'(»/2)[T'((v — 1)/2)4/x]". This expression and Theorem 2 give
a complete answer to a question raised in the paper of Neyman and Scott (p. 12
of [1]).

Another function f(z) whose inverse is occasionally used as a normalizing
transform is given by

f(x)={(b+”)’ p>0 z> —b

z < —b.

If p is an integer it is more usual to define f(z) by (b + z)? for all real z. More-
over in most practical applications |b| is a very large number such that these
two definitions are “almost” equivalent. It appears that there is an unbiased
estimate H (9, ¢) in the case 0 < A < 1, but it does not seem to be appropriate
for practical use in general, although it is of course possible for rational numbers
p and integers » = 2k + 3, where k = 0, to express J(y, 2, ») by elementary
functions. For instance, for y > —band z < (b + ¥)?/(1 — \*) we get the
following form of H(y, z) where p = n/m, with (n, m) = 1.
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H(y,2z) = mI(5/2)[v7((1 = X)HT(( — 1)/2)] 2P+ l‘;“o Z (f) (=)

01— 2yt [ pmtmim S &) r (2(70 - 1) (a + y) X** b
hon ["f Z‘:’ (=0 T )(n+m)[1+2(k—l)—r]

_ ylmtn)/m u 1y 2(k — 1) (a + y)'rY2(k—l)—r
Y ;,( 1)( r )(n+m)[1+2(k—l)—r]]

where X = b+ y + [2(1 — A)]'and where ¥ = b + y — [2(1 — \)L. If p
is an integer and f(z) is defined by (b + z)? for all x then H(y, z) is given
by this expression for all ¥ and 2z = 0 and any A > 0 in agreement with the
results of Neyman and Scott.

5. Relation to previously obtained results. The proof of Theorem 1 shows that
hay, 2) = CO\, »)2 "Iz — (z — y)/(1 — )"V,
—o <y< o, 0<z< ®

where
00y = 7 (3) VAt = (e = /2]
is a solution of the equation

400
e—(z—a)’/Zer2 - (2k0’2I‘(V/2))_1 [ f hz(y, z)e—(u—a)2/(212)")6“2/&1z
w JO
3 (z/za_Z)(rﬂ)—l dy dz

for every v > 1, every fixed real x and 0 < N\ < 1. This means h.(9, {) is an
unbiased estimate for ¢~“ "%, This fact is proved and used by Kolmogorov
[2], who obtains the results of Theorem 1 for the following special cases: f(x)
is the characteristic function of a measurable set and A = (1/(» + 1))}, » =
2,3,4, - - - . But at least for integers » = 2 it is easy, using Kolmogorov’s method,
to extend his result to the more general assertion of Theorem 1. The method
of Kolmogorov and my own method for proving Theorem 1 are of course closely
related. Another paper which can be mentioned in connection with the method

used here is one by Washio, Morimoto and Ikeda [3].
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