ON SAMPLING OVER TWO OCCASIONS WITH PROBABILITY
PROPORTIONATE TO SIZE
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1. Introduction. The question of replacement of the sample for making current
estimates has been considered among others by Jessen (1942), Patterson (1950)
and Cochran (1963) under simple random sampling of the units. In some modern
sample surveys, however, it is the sample area selected with probability pro-
portionate to size (pps) that has become the object of rotation over successive
occasions. Examples of these areas or clusters are the segment selected with
probability proportionate to the estimated number of dwelling units in the U. S.
Current Population Survey (Eckler, 1961) and the census block selected with
probability proportionate to population (with replacement) in the National
Sample Survey of urban India (Lahiri, 1954). In view of this it is of some in-
terest to see how the theory would look if the sample units to be replaced are
clusters selected with pps. The purpose of this paper is to present outlines of
this theory when sampling is confined to two occasions only and current esti-
mates are of chief interest. Applications of this theory to the double sampling
technique are also included.

2. Theory. On the first occasion a sample A, of n clusters is selected with re-
placement with probabilities

(1) Pi, 21 pi =1

based on a character 2. For estimating the population total X for the character
x we have

X = (l/n)ZI‘ (xi/pi),
V(X) = (1/n) 27 pilwi/pi — X)* = (1/0)Vops(2).

On the second occasion a simple random sample of m = n\ clusters is selected
without replacement from 4, (the matched part) and an independent sample of
u = n u = n — m clusters is selected in the same manner as A; (the unmatched
part). Based on the matched part an unbiased estimate of the population total
Y for the character y will be given by -

(3) Vw = [m7 27 (yi/ps) — m 27 (xi/ps)] + (1/n) 2% (2:/ps).

To find the variance of ¥, we keep 4, fixed in the first instance and then vary
A, . Using theorems on conditional expectations and variances (Raj, 1956) we
have

(4) VIEZ(?m) = (1/n)Vups(y),
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VoY) = (1/m — 1/n)(n — 1)~
ot [y — @) /ps — nT 20T (s — )/,
(6) EIVZ(?M) = (I/m — 1/0)[Vops(y) + Vops(x) — 280pps(y)opps ()],

where

(5)

8 = 2.0 pi(yi/pi — Y)(wi/psi — X)/
(2 pi(ys/pi — Y)' 2 pi(zi/pi — X)F

is the correlation coefficient between y;/p; and z;/p;. Hence the variance of
Y., is given by

(8) V(Tm) = (1/0)Vesll/A + (1 — N)(1 — 28)/A]

on the assumption that Vyus(y) = Vpps(z) = Vpps when the same character is
under study at the two occasions. The unmatched part will give an estimate of
Y as

(9) Vu = ()7 228 (yi/pi)

and

(7)

V(?u) = (nﬂ)_lVDDS(y) = (n.“')_leps .

Using weights W., and W, proportional to inverses of the variances, we have

(10) V= Wulw+ WV,
(11) V(P) = (1/n)Vepll + (1 — 28)ulll + (1 — 28)"]

By differentiating V' ( V) with respect to u and equating it to zero, the optimum
values of A and p turn out to be

(12) w=0+2@ =047 r=21 =) + 21 - 8)™

and the minimum variance achieved this way is

(13) Vain(T) = (1/0)Veuld + (1 = 8)7/2]].

The factor inside the brackets would be less than unity for § > 0.5. And 7'V,

TABLE 1
Optimum percent matched and relative gain in precision compared with no matching

) Optimum 9%, matched % gain in precision
0.50 50 0
0.60 47 6
0.70 44 13
0.80 39 23
0.90 31 38

0.95 24 52
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represents the variance on the second occasion when an independent sample of
n clusters is selected like A; . Hence, for § > 0.5, a partially replaced sample will
give higher precision than a completely unmatched sample of the same size. Table
1 gives the optimum percentage to match and the relative gain in precision com-
pared with no matching for different values of the correlation coefficient é.

In order to make an unbiased estimate of the variance of ¥, we make separate
estimates of V(¥,) and V(¥,) = E\Va(¥,) + ViEy(¥a). This can be done by
observing that

EVy(V,) = (m™ — a7 ) (m — 1) 20 [(y: — :)/pi — m™ 227 (i — @) /pdl's
ViBo(V) 20 (m — 1) 207 (yi/pi — m 228 yi/ D),
V() = u — )70 (yifpi — w208 yi/ i)

where = stands for ‘“is estimated unbiasedly by”.

It may be noted that the estimator ¥ (formula 10) depends on the correlation
coefficient 6 which, in general, will not be known. It will therefore be necessary
to replace 6 by some past value. This will retain the unbiased character of the
estimator ¥ although the variance will increase.

3. Application to double sampling. Now the problem is to estimate the popula-
tion total ¥ by taking an initial sample of size n” in which information is collected
inexpensively on a correlated character z and a subsequent small sample of size
n in which both y and z are measured. The second sample would ordinarily be a
subsample of the first. But it could be independent too when, for instance, it is
found at the time of analysis that information on z is available with a different
agency on amuch larger sample and it is proposed to use that for achieving greater
precision. The n units in the first sample are selected like A4, of Section 2. Let
the second sample be a subsample of A; selected with equal probabilities without
replacement. Let & stand for a reasonably good guess, made on the basis of pre-
vious knowledge, of the ratio of y to  in the population. Then

(14) Y = (1/n) 221 yi/pi — (k/n) 208 we/ps + (k/n') 221 2/pi
(15) V(T) = (1/n)Vis(y) + (07" — 07K Vops(x) — 2k80pps(2)opps(y)],
(16) V(Y) = ['(n — D721 (wi/pe — 07 2 yi/m)’
+ (07 =T (n — D)TT (de/pi — 02 di/pi)’,
where
di = y; — kx; .

It is of interest to make a comparison with the technique of double sampling
for ratio estimation when the units are selected with equal probabilities. In this
case the variance is given by (Cochran, 1963)

(17) Vrat(Y) = n—Ian(y) + [n_l - (nl)_l][szran(x) - 2RP0'ran(y)0'ran(x)]y
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where ‘ran’ refers to random sampling (with equal probabilities). Provided % is
near to R, the superiority of the present technique to the method of double
sampling for ratio estimation would seem to lie in the selection of clusters with
unequal probabilities.

In case the two samples are independent, the form of the population total es-

timate is the same but the variance becomes
(18) V( ?) = (1/n)[Vops(y) + k2Vpp5(x) — 2kbopps (Y )opps(2)]
+ (kz/n,)vpm(x)y

the estimator of variance being
V(Y) =K' (' — D72 (w/pi — 07 2 i/pa)’
+n(n — D7 227 (do/pi — 07 20 di/pi)".
The large sample variance of the comparable ratio estimator is
Veat(¥) = 27 [Vean(y) + BVian(x) — 2Rp0ran(y )oran(z)]
+ (R*/0)V anla).

A different application of the double sampling technique involving sampling
with probabilities proportionate to size is given by Raj (1964 ).

(19)

(20)
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