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DISTRIBUTION!
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In this paper is presented an explicit construction of a sequence of distributions
which estimates a mixing distribution or the a prior: distribution of an empirical
Bayes decision problem. In 1964 H. Robbins [3] studied such estimating sequences
and proposed the problem of obtaining explicit constructions of the sequences.
The sequence constructed in this paper consists of discrete distributions whose
weights are determined by the solution of a linear programming problem.

K. Choi [1] has also recently considered this problem. Our approach differs
from his in two ways. First, we use the sup norm

IF — G|| = sup |F(z) — G()|
as a distance function, whereas Choi uses the Wolfowitz distance
W(F,G) = [|F(z) — G(=z)|* dF ().

Second, our construction can make use of well-known and efficient linear pro-
gramming algorithms, whereas the computational feasibility of Choi’s method
has not been clearly established.

We begin with the class G of distributions G(\) defined on a compact subset
A of the real line, and a function F(z | \), which, for each A ¢ A, is a distribution
on a closed subset X of the real line. We define the miziure of F(z | \) and G(\)
by

Fo(z) = [4 F(z|\) dG(N).

Let xy, 2, - - - be a sequence of independent observations selected according
to the mixture Fg(z). We wish to construct a sequence of distributions {G.(}\)},
where G,.(\) depends only on the observations z; , 2, - - - , Z, , which converges
weakly to the a prior: distribution G(\) with probability one. That is,

P{lim, G,(N\) = G(\), \ any continuity point of G} = 1.

For each natural number n we define G, to be the class of discrete distributions
on A with weights at Ma, Ma, -+, Man, Where the A;, are chosen so that for
any @ ¢ G there is a sequence {G,} with'G, ¢ G, which converges weakly to G.

Our method is to find G,* ¢ G, which minimizes |[Fz — F,|| for H ¢ G, , where
F.(z) is the empirical distribution based upon the first n observations. The
following theorem assures the desired convergence.
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1 The authors wish to express their thanks to Professor Herbert Robbins for suggesting
this problem. This work was supported by the United States Atomic Energy Commission.
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TaEoREM. Suppose

(i) F(=x|N) is continuous on € X A.

(ii) IfF¢ = Fufor G,H £G,then G = H.

(iil) {G.*(N)} is a sequence for which G,*(\) € G and

|Fe; — Full = infacg, [Fa — Fal.
Then
P{limg.e G.*(A) = G(N), \ any continuily point of G} = 1.

To prove this theorem we shall need the following:

LemMa. Suppose F(z | \) is continuous on L X A and {G.(N)} is a sequence
from G which converges to a given G()\) € G at all continuity points of G(N). Then
limpse ||[Fe, — Fel = 0.

Proor. Continuity of F(z |\) on & and dominated convergence imply that
Fg(z) and Fg (x) are continuous on X. Furthermore, the Helly-Bray theorem
implies the pointwise convergence of Fg,(x) to Fe(x). The result follows, since
pointwise convergence of distributions to a continuous distribution implies
uniform convergence [2].

Proor or THEOREM. By the use of Robbins’ Theorem 2 of [3] it suffices to
prove that

lim,.e, [Foz — Foll =0

with probability 1. Let {G.(\)} be a sequence with G.(\) & G, which converges
weakly to G(\). By the lemma ||Fs, — Fgl| — 0. Now

IFa; — Foll < [|Fe; — Fall + [[Fa — Foll
S [|Fe, — Ful + [[Fa — Fdll
< |Fa, — Foll + 2||Fa — Foll.

Since ||F, — Fg|| — 0 with probability 1, the theorem follows.
We now outline the construction of the desired distribution G,*(\). Let
H()\) € G, have weights, k1, -+ , ha @t Mn, -+ * , Man , Tespectively. Then

|Fa — Fal = maxigi<on | 205 @is by,

where

IIA
IIA

a;; = F(I,‘I)\jn) - (l - 1)/’”, 1 7 n,

ai; = F(2in| M) — (2 — n)/n, n+1

Define the 2n X n matrix A = (a;;). Finding the desired distribution G.*(\)
is now equivalent to finding an optimal strategy for the second player in a
game with payoff matrix (—%). It is well known that such an optimal strategy
always exists and may be found by solving a linear programming problem.
ReMarks. 1. Hypothesis (ii) is needed to use Theorem 2 of [3]. Conditions

1 = 2n,
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insuring (ii) have been studied by Teicher [4]. For example, if N is a scale or
translation parameter and the characteristic function of F does not vanish,
then (ii) holds.

2. The assumption that A is compact is not needed for the results stated here.
However, if A is not compact, the following additional assumption on F(z | \)
is required to use Theorem 2 of [3]: limaoiwaca F(x | \) exist for each £ ¢ &
and are not distributions on &. That is, X has measure less than one relative
to these limiting distributions.

3. If A is a bounded interval, then the N\, may be equally spaced throughout
A.

4. Assumption of separate continuity of F(z | \) on X and on A is sufficient,
since monotonicity of F on & then implies joint continuity.

REFERENCES

[1] Cuoi, KEEWHAN (1966). Estimates for the parameters of a finite mixture of distributions.
Univ. of Missouri Technical Report No. 18.

[2] P6Lya, G. (1920). Ueber den zentralen Grenswertsatz der Wahrscheinlichkeitstheorie
und das Momentenproblem. Math. Zeit. 8 171.

[3] RoBsins, HERBERT (1964). The empirical Bayes approach to statistical decision prob-
lems. Ann. Math. Statist. 36 1-20.

[4] TeicaER, HENRY (1963). Identifiability of mixtures. Ann. Math. Statist. 34 1265-1269.



