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AN ELEMENTARY PROOF OF ASMPTOTIC NORMALITY OF
LINEAR FUNCTIONS OF ORDER STATISTICS!

By D. S. Moorg?

Cornell Unaversity

1. Introduction and summary. Let X,, - -- , X,, be independent random vari-
ables, identically distributed with continuous distribution function F. Let
Xa, ++, X@u denote the corresponding order statistics and F, the empirie
distribution function, which we assume to be right continuous. Jung [4] found
the asymptotic mean and variance of linear functions of the form

To=n" 20 J(i/n)Xw = [Zuz (Fa(z)) dFa(x)

when the function J has four bounded derivatives. More recently, it has been
shown ([1], [2]) that under suitable restrictions

(1.1) LT, — [ZwaJ(F(z)) dF(2))} — N(0, ¢%)
where
(1.2) o =2 [[ue J(F(s))J(F(t))F(s)[1 — F(t)]ds dt.

Here N(0, ¢°) denotes the normal distribution with mean zero and variance
o*, and (1.1) uses a standard notation for convergence in distribution.

The purpose of this note is to give a self-contained proof of (1.1) under the
assumptions that the X; have finite mean and that J' exists and is continuous
and of bounded variation except at finitely many jumps of J. This theorem can
be subsumed in a corrected version of Govindarajulu [2], where appeal is made
to the results of [3]. The present proof is both more elementary and shorter.
Chernoff, Gastwirth and Johns [1] do not require boundedness of JJ, but invoke
compensating assumptions on F. Their methods of proof are quite different from
those of [2] and of the present paper.

2. The result. Let G be any inverse of F. We remark here that for any choice
of @ all integrals below will exist wp 1.

THEOREM. (1.1) holds if o* < « and

(A) E|Xi| = [0 |G(w)| du < «

(B) J s continuous on [0, 1] except for jump discontinuities at ay, -+ - , an ,
and J' is continuous and of bounded variation on [0, 1] — {a1, -+ , au}.

Proor. We will give the proof for the case in which J' is continuous and of
bounded variation on [0, 1]. The treatment of the terms I;, and I3, below re-
mains valid in the general case if all integrals are assumed to be over [0, 1] —
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{ar, - -+, au}. Although the argument given here for I,, does not generalize
to the discontinuous case, it is not difficult to give a separate argument treating
the contribution to I3, by a jump in J'. Details may be found in [5].

Write U,(x) for the empiric distribution function of the uniform random
variables R; = F(X,) after n observations. Then the left side of (1.1) is £{I.},
where

I, = n'[[s G(w)J (Un(w)) dUn(u) — [ G(u)J (u) dul.
By the mean value theorem, there exists a 0 < 8 < 1 such that
J(U.(u)) = J(uw) = J'(Va(u))(Un(u) — u)
where V,(u) = 0U.(u) + (1 — 8)u. We may therefore write
I, = Ly + DI + L, ‘
Lo = [3G(u)J (W)Wa(u) du + [3G(u)J (w) dWa(u),
I = [ G (Va(w)) = J'(w)Wa(u) dUn(u),
I = 07 [§G(u) T (W) Wa(u) dWa(u),
where W, (u) = n'[U.(u) — u]. Since (A) implies that
limg, o+ uG(u) = limy.;- (1 — u)G(u) = 0,
we have after integration by parts that wp 1
(2.1) — I = [3 J(u)Wa(w) dG(u)..

Now U.(u) may be expressed as the arithmetic mean of n independent Ber-
noulli rv’s, each distributed as Ui(u). The right side of (2.1) therefore becomes
n 2w H(R)),
where H(R:) = [ J(w)[Ui(u) — u]dG(u) has mean zero and variance o

(Since the hypotheses of the theorem imply that
S8 31T )] [T @B TU(w) — ul-|T(8) — #]] dG(w) dG(2)

is finite, the interchange of expectation and integration required to obtain the
variance ¢ is valid.) Thus I, has the required asymptotic distribution by the
central limit theorem.

Next note that

|Toa] < supogusa | (Va(u)) — J'(u)|-supocusi |Wa(u)|- o |G(w)| dUa(u).

By the Glivenko-Cantelli theorem and uniform continuity of J ' the first factor
on the right converges to zero wp 1. A well-known theorem of Kolmogorov
asserts that sup |W.(u)| has a limit in distribution, and by the strong law of
large numbers

f |G(w)| AU (w) = n D27 |G(R:)| converges to [ |G(u)] du < « wp 1.
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Combining these results gives I, — 0 in probability.
By writing 75, as a sum of integrals over the continuity set of W, and its com-
plement we may obtain that wp 1

Iw = 307 [0 G(w)J () AW (w)* + 307 200 G(R)J'(RS).

The second term on the right clearly converges to zero wp 1. After integration
by parts the first term becomes wp 1

—3n7t [ W) diG(u)J (w)).

For brevity we will treat only the integral over [3, 1], assuming that % is a con-
tinuity point of G; it will be clear how to treat the full integral. If V(u) is the
total variation of GJ' on [%, u], we have that

B [} Wa(wP di@w)T W) £ Bin™ [} W, ()P av (w)]
=27 [Ju(l —u) dV(u).
To establish I3, — 0 in probability it is therefore sufficient to show
(2.2) f; w(l — u) dV(u) < «.

We need only consider the case G(1) = «, and may choose r so that G(r) >
|G(%)]- It is enough to treat the integral over [r, 1]. If V2(f) denotes the total
variation of f on [a, b], an obvious estimate is

V(u) £ suppw |G|V (J') + supga [T ()] V" (@)
G(u)-Vi*(J') + supgu [J' ()] [G(w) — G(3)] = KG(u)

for u = r and some K > 0. Integrating [; (1 — u) dV(u) by parts and using
this bound establishes (2.1) and concludes the proof.
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