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A NOTE ON THE ABSENCE OF TANGENCIES IN GAUSSIAN
SAMPLE PATHS!

By. DoNALD YLVISAKER
University of Washington

Let Y (1), t € [0, 1], be a Gaussian process having continuous sample paths with
probability one, and let the mean and standard deviation of Y (¢) be denoted by
m(t) and o(t), respectively. In this Gaussian setting, quadratic mean continuity
follows continuity with probability one and hence the functions m and o, as
specified above, are continuous on [0, 1]. It is assumed that ming<:<1 o(¢) > 0.

Suppose « is a fixed continuous function on [0, 1]. We will say Y is somewhere
tangent to « if there is an open interval I C [0, 1] on which Y — % has a constant
sign and a ¢ eI for which Y (¢) — wu(t) = O (intervals of the form [0, a) and
(b, 1] are taken as open). It will be convenient to think of tangencies as being
from above or from below, from above being associated with ¥ — u non-negative
on I. The purpose of this note is to show that Y is somewhere tangent to » with
probability zero. This is known for stationary Gaussian processes with m = 0,
u = 0and ¢ #£ 0, [2]. A simple modification of the proof in [2] shows it true for
u — m and ¢ constant functions, ¢ # 0. The result is also known when, essentially,
Y has a quadratic mean derivative at each ¢ ¢ [0, 1], mino<;<; o(f) > 0, and u is
continuously differentiable [1], pg. 289. After a reduction of the problem, much
reliance is placed on the method of proof used in [2].

Consider a new process defined by

X(@) = [Y() — w®))/e(®) + ¥, tel0, 1],

with \ a constant to be fixed. X (), ¢ € [0, 1], is a Gaussian process having con-
tinuous sample paths with probability one and

m(t) = BX(8) = [m(t) —u(®))/o(t) + ), & (1) = [E(X@) — ()] = 1.

Let X be chosen so large that 7 is non-negative on [0, 1]. Evidently tangencies of
Y to u from above (below) are reflected in tangencies of X to the constant func-
tion A from above (below).

We show X is somewhere tangent to A from below with probability zero. This
follows by first noting that some I in the definition of a tangency may be replaced
by some I from among a fixed countable collection of intervals (see the remark
above Lemma 1 of [2]). Second, for any given I, X is tangent to A from below on
I with probability zero. For, such an event implies that sup;X(-) = X and we
have the

LemMA. sup: X (-) has a continuous distribution for any open interval I C [0, 1].

Proor. It is first claimed that if T = {¢;, --- , ¢} is a finite set drawn from
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[0, 1], then maxX (-) has a density of the form ¢Gr where ¢ is the standard nor-
mal density and Gy is a non-decreasing function. For, we may as well assume that
no two of these n variables are equal with probability one and then, the density
of max,-X(-) may be written as

Fna (2 exp {— (x — M) PIX(L) < @ forall i  §| X(t;) = ]
= ¢(2) 2j exp {em(t;) — 3m'(1,)}G1 ().

It may be verified that each G, is a non-decreasing function of z (the details of
such an argument are given in the proof of Lemma 1 of [2]). But, since 7 is a
non-negative function, the density of max,X(-) has the form ¢Gr with Gr non-
decreasing. If { T} is a sequence of finite sets becoming dense in an open interval
I c [0, 1], the conclusion of the present lemma can be false only if Gz, (20) be-
comes unbounded for some x, . However this cannot be since

(2 o(z) dz)Gr,(zs) £ [o 0(x)Gr(z) dz < 1.

In view of the preceding lemma and the remarks prior to it, we have the

TarEorEM. Let Y (t), t € [0, 1], be a Gaussian process having continuous sample
paths with probability one. If E(Y (8) — EY (£))* > 0 for all t £ [0, 1], then for any
fixed continuous function u on [0, 1}, P{Y s somewhere tangent to u} = 0.

The above result applies as well to Gaussian processes over more general
domains, for example if ¢ runs over a compact metric space.
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