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THE DISTRIBUTION OF GALTON’S STATISTIC!

By SauraMite Gross AND Paur W. HOLLAND
Harvard University

0. Summary. Let Xa) < -+ < X and Yqy < --+ < Yy be the order
statistics of two independent random samples from the absolutely continuous
distribution functions F(z) and G(y), respectively. Let T, be the proportion of
pairs, (X, Y(i), for which X ;) = Y. Tests of the equality of F and G based
on T, are among the oldest nonparametric procedures in the literature, going
back at least to Galton’s analysis of Darwin’s data [3]. Hodges [5] showed the
null distribution of nT, to be uniform over 0, 1, - - - , n. Bickel and Hodges [1]
treated the asymptotic distribution of the Lehmann estimate based on the
one-sample version of T, . In this note we use very elementary methods to de-
rive expressions for the distribution and moments of 7, from which conditions
for the consistency of tests based on 7', follow immediately. More generally we
can show that (unnormalized) 7', always has an asymptotic distribution for any
pair (F, G). This distribution is degenerate at zero if ¥ happens to be stochas-
tically larger than X. We give informative expressions for the first two moments
of this asymptotic distribution. Our technique is to express the distribution of
T, in terms of integrals of certain multinomial probabilities.

1. Results. Define I(z, y) =1 if 2 = y and zero otherwise. Then T, =
™ 2t I(X @, Ya). Let f and g be the densities of F and G. We assume F~*
exists and define h(u) = G(F “(u)) for 0 < u < 1. Then h(u) is increasing

on [0, 1]. For any pair 1 < j < n and any 0 < w < --- <u, < 1
let (My, -+, M;u)and (N1, -+, N;u) be independent multinomial random
vectors with parameters (n — 7; w1, us — wu, - - - y Ui — Uj—1, 1 — u;) and
(n; h(w), h(us) — h(w), --+, h(u;) — h(uja), 1 — h(w;)) respectively.

Finally we define
(1) pn.f(uly 7uj) = P{Zf=l (N1 - Mz) = k;k =1-.-- ,.7}

forl =5 <.
LEMMA 1. For every 1 < m < n,

PnT = m} = D fm (=1 ™CE)nl((n — j)1)
[ fosu <o <uygt Poi(Uay v ooy ug)dug o dug
Proor. For every 1 < m < n we have
(2) PnTw =m} = 230m (=1)""()
Disiy <oe<ijsn P Xy = Yy, - - » Xap 2 Yapl
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Nowforl = << - <4, =n
PiXuy 2 Yy, -+, Xap = Yy}
(3) = [ focncmcuy<a PV iy S n, -+, Yy S y3)

ity (Y1 - yi)dys -+ - dy;
where fi,...i;(y1, - -+, y;) is the joint density of X, - - - , X(i; and is given by
filmij(yl y T yl)

(4) = nlf(y) - flydl(a — DG — 4 — 1)L (v — )7
AF(y)I" F () — Fy)I"™ 7 [1 — F(y)]™™™
for yy <y < --- < y;, and zero otherwise. Another easy calculation shows

thatfor 1 = 4 < < - <, =mandy; <y < -+ < Yo
PlYay =y, -+, Yap = i '
(5) = Z?,-:ij ce %g=i2 glmn (ll,lz~ll,7f-~,n—l,-)
(G G (y:) — Gy ™"
[G(ys) — G(y=)] 751 — G(y,)]" Y.

Now putting (2), (3), (4), and (5) together and making the transformation
= F(y;), one obtains

(6) PnTy = m) = Tjon (=1 7"()
f"’J-0<u1<"'<uj<1p:,j (ur, -+, us)duy - - du;
where
P (W, - 5 uj)
= Zléil <o <ijn Z;Lj=ij
(7) s Dl — D (0= )0 T e — )
(1= ) g ()] () — R(w)]"
[L = h(u))"
If, in (7) we replace 4 by 7, — k, then p:,]'(ul , -+, u;) becomes
nll(n — N7 Dm0 Dot - B 2ol Dotiaigan Zz,az,w
(8) Ciptaminmmimi U (g — ug) (1 — )"
(gt s D)) () — h(u)]' ™ - 1 — R(uy)]™ "

Inspection of the summation in (8) reveals it to be p, j(u1, - -+, u;). []
Using Lemma 1 to compute the expectation of T,* we easily obtain
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CoroLLARY 1. If k = 1 then
(9) B(TW") = 2350 a7 (0)nlln(n — )1
f‘ . -foéul <o <uj<1 Do, (Un - us)dug - - - duyg .

The numbers, A’(0*) are shorthand for A’(X*) | x— where A is the difference
operator. Two useful properties of these numbers needed in the proofs of Corol-
laries 1 and 2 are: A’(0%) = 0if j > k and A*(0%) = k! (see [6] page 36-50).

To show that the moments of T', all converge we apply dominated convergence
to the integrals in (9). To show liMu.e Dn,j(Us, <, u;) = pj(ts, -+, U;)
exists we first define these subsets of [0, 1].

(10) Sy = {u: h(u) > u}, S— = {u: h(u) < u}, So = {u: h(u) = u}.

Observe that the vector n *((Ny — M1) — n(h(w1) — u1), -+, 2ose1 (N — M;)
— n(h(u;) — u;)) has a limiting multivariate normal distribution with zero
mean vector and covariance matrix, ) (u, --- ,u;), whose elements are
given by

(11) oim = h(Un)(1 — h(u1)) + un(l — w), 1=sl=m

A

7.
Ifu,eSoforalls =1, .--,7, o1,» reduces to
(12) Tl,m — 2Um(1 - ul).

There are several possibilities for p;j(us, - -+, u;). (i) If u; e S_ for some
i =1,---,7 then pj(tur, -+ ,u;) = 0. (ii) If use Sy forallz = 1,---,7,
then p;(uy, -+ ,u;) = 1. (ili) If w;, , -+ -, us; € So while the remaining u’s are
in S, , then p;(w, -+, u;) is the probability content of the positive orthant in
I-dimensional space given by the multivariate normal distribution with mean
vector zero and covariances oi,; = 2u;, (1 — Us); ta = 4. This shows that
pi(ur, -+, u;) exists and we obtain

COROLLARY 2. If k = 1 then

(13) limn»w E(Tnk) = klf‘ ‘ ‘fogul <eee <up <1 pk(m y v ,uk)dul e duk .

Since T', is bounded and all of its moments converge, T, has an asymptotic
distribution for any choice of F and G and the limiting moments are the moments
of this limiting distribution. For £ > 2, (13) does not readily simplify. For
k = 1, 2, it may be applied to give interesting results. Let A\(S) denote the
Lebesgue measure of a set S C [0, 1] and Is(x) denote the indicator function
of S. Recall the fact (see Cramér [2], page 290, for example ) that the probability
content of the first quadrant of a central bivariate normal distribution with
correlation p is given by 471 + (27) ™ sin"'(p). We have

COROLLARY 3.

(a) limu,e E(TW) = 3A(Se) + MS4),
(b) limy.., Var (T,)
= 7[5 [osin (w1 — 0)(1 — w) ) sy ()]s, (v)du do.
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Applying the last corollary we obtain

TueoreM 1. T, has a degenerate distribution if and only if A(So) = 0. If A(So)
= 0, then T, converges in probability to \(S..).

We observe that if G(z) < F(z) for all z, then A\(Sp) = A(S;) = 0 so that
rejection for small values of T, yields a consistent test of the hypothesis F = G.
By applying the fact that if F = G, T, has an asymptotic uniform distribution
on [0, 1] we obtain a simple evaluation of the definite integral

[o [osin™(ur™(1 — v) (1 — w) ™) 'dudo = 7.

2. Remarks. The assumption of absolute continuity may be reduced to simple
continuity by the following device, essentially given in [4]. (a) Find a distribu-
tion function H such that H 3> F and H >> G (use H = (F + @) for example);
(b) If T is a measurable transformation of the line into itself and H*, F*, and
G* are the induced distributions then H* > F* and G* ; (¢) Use H itself as T.
Then if F and G are continuous so is H and therefore H*(2z) = z a.e. in [0, 1].
Hence F* and G* both possess densities with respect to Lebesgue measure in
[0, 1]; (d) Since H > F and G, is continuous and monotone (though not neces-
sarily strictly monotone) T, is unchanged under the transformation of the X’s
and Y’s by H, with probability one.

Strict monotonicity of F was only used in the transformation of the integrals
in (6). If F'(y) is defined as inf {z: F(z) = y} for 0 £ y < 1, this restriction
may be removed. Because h(u) = G(F '(u)) = G*(F*(u)) it is unnecessary
to actually transform the problem from (F, G) to (F*, G*) to use the results of
this paper.

It may be possible to use the fact that p,, j(ui, - -+, u;) is the probability of
a large deviation when A(S_) = 1, and Lemma 1 to obtain more useful expres-
sions for the distribution of T, under the hypothesis of stochastic ordering. We
have no results in this direction yet.

Finally, we would like to thank Dr. F. Mosteller for helpful discussions of
this research.
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