P

The Annals of Mathematical Statistics
1969, Vol. 40, No. 6, 2195-2197

ON THE RATE OF CONVERGENCE FOR THE LAW OF LARGE NUMBERS*

By TerrY J. WAGNER

Unaiversity of Texas
Introduction. Let X1X,, ... be a sequence of independent random variables

with a common expectation w. If ¢ > 1 and E |X,|* < C for all £ then it is known
21 X./n— p with probability 1. The main result of this paper is that

(1) ga(e) = Plsupszns |21 Xs — kul/k 2 = O(1/n")
for each ¢ > 0. Assuming that X;, X,, -+ are also identically distributed,

Baum and Katz [1] showed, among other things, that EX; = pand E [X3|* < «
if, and only if, :

2) D70 () < © foreach e > 0.

We note that (2) implies that g.(¢) = o(1/n"") (e.g., see the lemma on page
113 of [1]).

TaeoreM. Let X1, X, - -+ be a sequence of independent random variables with
a common expectation p. If t > 1 and E |Xi|' < C for all i then, for each ¢ > 0,

Plsupisn |24 Xi — kul|/k = ¢ = 01/n"").

The first step in the proof is a generalization of the HA4jék-Rényi inequality
[2].

LeMMA. Suppose r = 1. Let Y1, Yy, - -+ be a sequence of independent random
variables with EY; = 0 and E |Y;|" < o for all <. Put Sy = Y1+ -+ + Yy for all
k. Then for each nonincreasing sequence {ci} os positive constants, for each choice
of integers 0 < n < m = « and for each e > 0

(3) €P[sUPngism & |Si| = €] < B S| + 2 mia & [E Sk — E |Sea]].

The usual Hijek-Rényi inequality is obtained from (3) when » = 2. The proof
of (3) follows the proof for r = 2 given in [2] after noting that if j < % then
E |Si|"I4 = E |Sy|" 14 where A is any event defined by Y1, .-+, ¥;. (See Logve
[3], problem 2, page 263).

Proor or THE TaEOREM. We may take u = 0, ¢ < 1, and C > 1 without loss
of generality.

PUL 1201 X4| = kel
@) = P{UL 1221 Xd| = kel; (U [[X] >0 — 1)) u (UZa [1Xel > & — 1])}
+ PLURL 125X = kel; NP X = 2 — 1]; Nop [ Xa] < & —1]3.
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The first term of the right-hand side of (4) is bounded by
P{UT X4 > n — 1) u (UTu [1Xel > & — 1)}

=€/t — 1)+ 20aC/(k — 1) = 01/a"™).
For the second term of the right-hand side of (4) let

Y; = Xilyx; g1 — EXIyxji<n1 5 l1sj=n
= Xilyx; giu — BX;lyx 551, jzn+1
so that Y1, Y,, --- is a sequence of independent random variables where, for

alli, EY; = 0, E|Y,' £ 2'Cand E |Y|" <  for all7 = 1.Choose N such that
|EXiIyx; sin) = |[EXidyxpseu| < C/(k— 1) < Je
for all j and for all 4 = N. Thus forn = N
(U 1225 X0 2 kel; NT (1 X < 2 — 15 N2l Xl < & — 1]}
C UZ 118 = k3el

where Sy = Y; + --- + Y for all k. We now use the lemma to show that
P{UZ [ISk] = ke]} = O(1/n"") for each ¢ > 0.

The case 1 < ¢ < 2 follows easily from the lemma by takingr = 2, {c;} = {1/k}
and using the argument given below for ¢ > 2. Thus assume ¢ > 2 and put
{cs} = {1/k} and r = 2b where b is the smallest integer =¢. We see from (3) that

(&)PP{UZ [ISi] = kel} < ES,”/n® + 2w [ESY —ESiil/K”.

The proof will be completed if we can show that there exist constants A and B
such that (a) BS,” < An® " and (b) ES;” — ESi1 < BK” 'forallk = n + 1.
Suppose k = n = N. Then

R AN SNSRI o LSNPS S PP SPIN /b SLERRY /D 43
Fori <k, E|V,’ £ 2'C (or 2'Ck™*)if 2 < 6 < ¢ (or & > ¢) so that
|Dicic<io<k BYH -+ BEYY] < I (2'CYE = @2'C)EF,

where & = D is,5¢ (8: — t). It is easy to see that ¢ + 7 < 2b — ¢ + 1 so that
(5) ES® < (Xt Xoissrmainierrtormts Cooree, (2°C)EPH,

The proof of (a) now follows from (5) by taking k = n.

To prove (b) note that ES® — ESPY = 2% CREYESYY. Because
E|Y/| < 2Cfor2 <7 < b (or £2'Ck*ifj = b) and E |Si27| < 2'C(k — 1)~
forb < j < 2b we conclude that |EY,’ESi is

(62) < (2'0)E S2Y| = (2'C)ESYY, 2=j<b;
- (6b) < Q'C)F™E |Si4l, j=0b;
(6¢) < (20) %k —1)"7 = @C)K, b<j< 2.
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Using (5) there is a constant D such that ES:Y < ES,® % < (ES®) ¢/ t)
< DI Similarly, B |Sis| < E|Si® < (ES:®)* < D'I for some constant D',
Finally then, we see from (6) that there is a constant H such that

EYJESYY| < HE®', 2=<j <2,
and (b) is proven.
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