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SOME DISTRIBUTION PROBLEMS IN THE
MULTIVARIATE COMPLEX GAUSSIAN CASE
By K. C. S. PiLLAI! AND G. M. JOURIS
Purdue University

1. Introduction and summary. Let X, : p x nand X, : p x n be real random variables
having the joint density function

(L1)  (2r) P"|E| " exp{—4trZo (X —v)(X—v)}, ~w<X=Zw

X X, - - M
X = < 1>, T, = < 1 2)9 _ <Il1 I‘z)( 1>’
X, X, L, 153 uy ) \M,

Z,: pxp is a real symmetric positive definite (pd) matrix, E,: p x p is a real skew-
symmetric matrix, u;: pxqg and M;:gxn (j = 1, 2), are given matrices or their
joint density does not contain X,, £,, u,, u, as parameters. Then it has been
shown by Goodman [10] that the distribution of the complex matrix Z = X, +iX,,
(i = (—1)?), is complex Gaussian and its density function is given by

(1.2) N(uM, E) =~ ?"[Z|""exp { —tr L~ (Z — pM)(Z — pM)'}

where £ = X, +/X, is Hermitian pd, i.e. T = ou=p +ip,andM = M, +iM,.
Goodman [5], Wooding [17], James [6], Al-Ani [1], and Khatri [8], [9], [10], [11]
have studied distributions derived from a sample of a complex p-variate normal
distribution.

Some important concepts and necessary notation are given below.

Fo(@) = w0 O[T, Da—i+1),

[l =TT (a—i+ 1)y, = Fola, 1)/F(a)
where k = (k,, k,, -+, k,) is a partition of the integer kK and

F(a, k) = ntm™m= DT T(a+k—i+1).

The hypergeometric functions are defined as

where

~ 5,: [ai]néx A)CK(B)
i b B = 8 THE

or when B = I, we denote it by
oFlay, o a,; by, o, by A)

and C (A) is a zonal polynomial of a Hermitian matrix A and is given as a sym-
metric function of the characteristic roots of A.
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The non-central distributions of the characteristic roots concerning the classical
problems of the equality of two covariance matrices, MANOVA model, and
canonical correlation coefficients have been found by James [6] and Khatri [8],
[10]. Here for the three cases mentioned, we give the general moment and the
density which is expressed in terms of Meijer’s G-function [13], [14], for
w® =TT, (1—w,), where the w;, i = 1,2, ---, p are the characteristic roots in
the above cases. The moments and densities are analogous to those given in the
real case [7], [15]. Further the density functions of U and Pillai’s V criteria in the
complex central case are obtained for p = 2, and from the non-central complex
multivariate F distribution various independence relationships are shown and
independent beta variables are obtained.

2 Density functions of W in the non-central case.
CASE 1. Testing the equality of two covariance matrices.

Let X:(pxn;) ~ NJ0,X,) and Y:(pxn,) ~ N(0,X,) be independent and
ny = p. Then Khatri [10] has shown the density function of the characteristic
roots, 0 < f; < =+ < f, < o0 of (XX')(YY')™" can be written as

-

(2.1) COIA|™sFo(ns L, =A™, B+ )~ ] 1 (/)

where

pp(P—1) n
(2.2) C(p) = mﬁ(—fzflﬁ n=n;+n,, F=diag(fy, ./ )

and A is a diagonal matrix whose diagonal elements are the characteristic roots of
(£,E,™Y). Transforming
(2.3) w; = fil(1+£)
we find the density of 0 < wy < -+ < w, is
(24)  CP)A|™" Fo(n; L,— A~ W)|W|" = PIL,—W|= 7P i (w;—w))?
where
= diag(wy, wa, ", Wp).

To find E[W®]" where W® = H” . (1—w;) we multiply (2.4) by |I,—W|" and
transform T — UWU’ where U is unitary, i.e. UU’ = I, and T is Hermitian pd.
Using the Jacobian of transformation given by Khatri [8]

(2.5) J(T; U, W) = []i>; (wi=w;)*h,(U)

and integrating out U and W using’

PP~
(2.6) j‘un'= hy(U) = -fT(.I;)— and
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T, 0T (n+h—q)C, (Ip)
L (n+h, x)

(2.7) JI;S:M |S|#=?|1,—S|"*"~1"PC(S) dS =

we get after simplifying

(2.8) E[w®]r = |A|“"1 _ p(n)r,,(n2+h) F

Y A1
(m) Ty 2 F 1 n b =AY,

Before finding the density of W, below are stated some needed results on
Mellin’s transforms [2], [3], [4], and Meijer’s G-function [13], [14].
If s is any complex variate and f'(x) is a function of a real variable x, such that

(2.9) F(s) = [ x°~1/(x) dx
exists, then under certain regularity conditions
(2.10) S(x) = @ri)~ ! [¢Xie x5F(s) ds.

F(s) is called the Mellin transform of f(x) and f(x) is the inverse Mellin transform
of F(s). Meijer defined the G-function by

m,n L j= 1r(b S)H;' (1= a+s)
(2.11) Goa(x|s = (2ri)” JH em+1 T(1— bi+s)[]5- ne1l(a;—

where C is a curve separating the singularities of [[7_, I'(b;—s) from those of
[[i=i T(—a;+5), g=21, 0=sn<p=<q 0<m=gq; x#0 and |x| <1 if
g =p;x # 0ifg > p. Using (2.9) and (2.10) we see from (2.8) that the density of
(W) has the form

x*ds
s)

f(W(p)) C Z Z[ ] [ 1] G(I _ —1){W(p))}n1—p
(2.12) i
e p H: 1 r(' +b)
“(2mi)” f {wy-r ~T(rta, )d
where
(2.13) _~”(") A|™™,  bi=i—1, ay=n;+k, ;s +b
. r( ) 5 i 5 i 1 p—i+1 it

Noting that the integral in (2.12) is in the form of Meijer’s G-function we can
write the density of W as

[n]. L L ny ) C‘K(IP_A—I){W(p)}nz—p

el Y (p)]al,-“ s ap
Gp,p(W by, , bp)*

(2.14) f(WP)=c, ZZ

Using the fact that
bl(l _x)al +a;—bi—by—1

2,0 ag,azy __
Goa(x|5rb2) = T(a,+a,—b,—b,)
'2F1(a2—b2, al_bz;a1+a2_b1—b2;1_x), 0<x< 1,

(2.15)
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we find the density of W® to be

sy =, 3 Pk e gy
{1 _ W(Z)}an +k—1
T T(2n, +k)
where k = (k, k,). Using the results of Consul [4] for p = 3 and Al-Ani [1] for
p = 4 we could also write out the densities of W®) and W®.

CASE 2. MANOVA model. Suppose X:(pxm) ~ N(u,E) and Y:(pxn) ~
N0, ¥) are independent with m = p. Then the joint density of the characteristic
roots 0 < f; < --+ < f, of (XX')(YY") ™! is given by Khatri [10] as

(2.16)

2Fi(ny+ky,ny+k,—1;2n 4+ k; 1—-Ww®)

[E|"

F
(217)  C'(p)exp(—trQ),Fy(m+n; m; Q, (I,+ F_l)_l)ﬁ+—1?|"“‘_"l>_[ (i)

where
' (m+n)nre—1
C(p) = F—=r, F =dia RN
(P) I-p(m)rp(n)rp(p) g(fl fp)
and Q = diag(w,, ---, w,) where w; are the characteristic roots of uf’E~'. Now
proceeding as in the previous case we obtain E[W®], W@ = []r_, (1—w)

where w; = f;/(1+f)
L (m+n)T (n+h) F
F (T (m+nt i)t

(2.18)  E[WP]t =exp(— trﬂ) (m+n;m+n+h; Q).

Using Mellin’s transform and Meijer’s G-function as in the previous case we get
the density of W® as
[m+n] ()

2.19)  f(W®) =exp(—trﬂ)rpl(~,rl;ll_)n)k§ )

=0

{W(p)}n p

el AY (p) |61, ,a
Gp,p(W |b§,~~,b§)
where
ai=m+kp_i+1+bi, bl=l_l

As in the covariance model case, we could also obtain the density explicitly for
p=2734

CASE 3. Canonical correlation. Let

X:pxn XX,
(2.20) [Y: qxn]N NCI:O’<E'IZEZZ
nz p+q and g = p. Then the joint density of the characteristic roots 0 < r,? <

- <, of XY)(YY) " (YX')(XX) " s given by Khatri [10] as
(2.21) C”(p)IIp—le 2Fi(n, n; q; P? RZ)IRZIq_p|Ip—R2|"_q_pni>j(ri2-—rjz)z
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where
r (n)n”“’_ 1)
2.22 C'(p) =g ==, R>=diag(r% -, r?
( ) (p) Fp(n—q)Fp(q)I“p(p) g(r, P )
and P? = diag (p,, -, p,) Where p;are the characteristic roots of £7,' &,, X7, X{,.
Proceeding as in the previous cases we find E[W®P], w® =T, (1-r?),
by substituting in (2.8) as follows
(2.23) (ny, na, A) > (n,n—q, (1,—P*)7").

Further, the density of W' is obtained from (2.14) by making the above sub-
stitution and letting

a;=q+k, ;is1t+b by=i-1.

As in the other cases the densities could be written out explicitly for p = 2, 3, 4.

3. The density function of Pillai’s V-statistic in the central case for two roots.
If P2 =0 in (2.19) we have the density function of the characteristic roots
ri?, ry%, -+, r,? in the central case. Letting p = 2 we have
(31) fl(r12> r22) — C//(z)lRZIq—ZlIZ_RZIn—q—Z(rIZ_rZZ)Z.

Let V = r?+r,2and G = r,?ry,%, 0 < V < 1. To find the density function of V'
we make the above transformation and find

(3.2) £V, G) = C"(2)G* " *(1—=V+G) "3 (V*-4G)*.

Integrating G between the limits 0 to ¥?2/4, [16] and writing (1—V+G)" 972
as a finite series we have

(33) f(V)=C'Q)Y g2 ()= (BTG 2(V2 —4G) dG.

Integrating the expression in the brackets by parts we find the density function of V

to be
n—q—2

(V) = C'(2) ,:ZO (n—qr—Z)(l__V)n—q_r_z

(g4 r—2)lp2an=t
20135 (2 +r)— 1)

(3.4)
O<V<l.

To obtain the density function of ¥ in the range 1 £ ¥ £ 2 we change r;*—
1—r;2 in (3.1) and transform as before to get

(3.5) £V, G) = C"(Q)(1 = V+G) =G "4~ 3(V? —4G)*,

Writing (1— V4 G)?~2 as a series and integrating G between the limits 0 to V?2/4
we have

(3.6) (V) = CQ YT V)2 [5G (V2 4G dG.
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Evaluating the integral by parts yields

4=2 n4r—q—2)ly2etr-os
(7 (V) =C"@) X (F)1- V)""‘Zzﬁ(,-j_g.qS - .)(21/(n+,_q)_1)-

Transforming V'=2—V, 1 £ V £ 2 we find

q-2 n+r—g-=)\1(2— 2(ntr—gq)—1
f6(V) = C”(z)rzo (q:z)(V_ l)q_r_zz(nj_—q—lq:; -5 )( (2(:3_,-_(])_1)’

1sv=2

(3.8)

By making the following changes in the parameters in (3.1)
(q,"_q, riz)_’(ma n, Wi) or (qan—qs riz)__)(nlan2’ wi)

we obtain the central density of the characteristic roots in the MANOVA or
equality of two covariance matrices cases, respectively. Thus the results of this
section and the next are not restricted to the canonical correlation case, but
extend to the two cases mentioned above as well.

4. The density function of the U-statistic in the central case for two roots. To
obtain the density function of U we make the transformation in (3.1)
r =21+2)""
and find
(4.1) g1(Ai, 4) =C" (2)|Q|q_2|12+Q|_"(/11 —1y)?
where Q = diag (4, 4,). Letting U = 4,4+, and G = A4, we see the joint
density of U and G can be put in the form
U?—4G ™
— " q—2 —2n, 2_ 11— —
4.2) 9,(U, G) = C"(2)G*" *(1+ U[2)"*(U* - 4G) [ 4(1+U/2)2]

Writing the part in brackets as a series and integrating G between the limits 0 to
U?/4 yields
~ = (=1(G"
o —2n
{[§/*(U*—4G) **G17 2 dG}.

Integrating the expression in the brackets by parts, we find the density of U for
p=2is

) © r(—rn)(q_z)!UZr+2(q—3)+5
g3(U) =C (2)rZO(_1) 4r+q—1(1+ U/2)2r+2n

(4.4)
1

32 (r+502) [ r+ 2@=3)+ 52T
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5. Complex multivariate beta distribution and independent beta variables. If
X:(pxm) and Y:(pxn) are independent complex matrix variates p = m, whose
columns are independent complex p-variate with covariance matrix X, and if
E(X) = pand E(Y) = 0, then the distribution of

(5.1) F=X'(YY) " 'X
depends on parameters

(5.2) Q=gX 'u
and is [6]

(53)  f(F) =k exp(—trQ), Fi(m+n; p; QL,+F~ )71
- |[F|P="|L,,+ F|~ " (dF),
where
(m+n)
Lo C(m+n—p)

(5.4) k

Making the transformation

(5.5) L=, +F)"!
in (5.3) and noting [8]

(5.6) J(F;L) = |L,—L|™>"
we have

(5.7) f(L) =k, exp(—trQ), F, (m+n; p; QL)|L|>""|L,,—L|"~?(dL).

Now consider the linear case i.e. when € has only one non-zero characteristic root,
say, A%. Proceeding in a manner similar to that of Khatri and Pillai [12] let

/111 i/ 1 .
(5.8) L:(l L > s Ly =Ly -1/l
11/m—-1
1 m—1

and note that |L| = /;,|L,,| and

(5'9) |Im_L| = (1 ‘_111)|Im— 1 _Lzz “"//[111(1 _ll 1):”

Now it can be shown that /,, and {L,,, v = /[l;,(1=/,,)]?} are independently
distributed and their respective distributions are

Fill) = [B(p, m+n—p)]~te

(5.10) C Fy(metns ps 220, )BT (1 — 1

and

(5.11) Sf2(Ly, V) = k2|L22|p_m|Im—1_Lzz—"{’,r—p,
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where

(5.12) ky = kiB(p, m+n—p).

For further independence, we can use the transformation
u=(L,_,—L,,) v

With Jacobian of transformation |I,_, —L,,| ™" it can be shown that u and L,,
are independently distributed and that their respective distributions are

(13 A =5 " [0 p) T p+ DY~y and
(5.14) Sa(Ly3) = ka|Ly, [P~ 17" D|L, = Loy, "7V, where
ky =n?"V[T(n—p+1)/T(m+n—p)lk,.

Notice that L,,: (m—1)x (m—1) is the central complex multivariate beta distri-
bution with (p — 1) instead of p. Making the transformation

(5.15)  x;=wu/(l—diqju;— = —i;_qu;_q)?, i=1,2,-m—=1u,=0

in (5.13) with Jacobian of transformation [[jr,' (1—Xx)™ ‘"', we obtain the
density of X = (x,, x5, =, X,,_ ()" as

m=1 (m+n—p—i+1)

(5.16) f(X)=’T_(m_1)il=—I1 L(m+n—p—i) (-

x.xi)m+n—p—i—1.

v

After making the transformation of x; = a;+ib; to polar coordinates (r;, 0;),
we find withr = (ry, -+, 7,y_ 1)’

m-1I(m+n—p—i+1)
I B v ——

(5.17) f(r) =

L—p2ymtn=e=i=10r dr,.

Finally the transformation w;” = r;? yields independent real beta variates and their
respective densities are given by

(5.18) fiw!) =[BU, m+n—p—i]~{(L—w/)yrtr=p=i=1,
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