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COMPLETION OF A DOMINATED ERGODIC “THEOREM
By HENRY TEICHER

Rutgers—The State University

In 1937 [1], Marcinkiewicz and Zygmund proved that for r = 1, independent,
identically distributed (i.i.d.) random variables {X,, n = 1} satisfy

6)) Esup,s; n™" [Y1X]" < o0
provided
2 E|X,|"<o,r>1 and E|X,| log* |X,| < o0, r =1

In the following year Wiener [4] demonstrated the analogous result in the more
general context of measure—preserving transformations—and this as well as
subsequent operator generalizations have come to be known as dominated ergodic
theorems.

Reverting to the i.i.d. case, it was proved in 1967 [3] that if, in addition the
rv’s satisfy EX; = 0, then for r = 2 (this restriction is necessary)

(3) E sup,s 6| Y1X:|" < o0

for ¢, such as n~"*(logn)~"/?®~% with § > 0 and k = greatest integer < r
provided r = 2 plays the role of r = 1 in condition (2). A major step forward was
taken by Siegmund [2] who proved the theorem below for integral values® of r.
It is the purpose of this note to complete the analogy with the result of
Marcinkiewicz and Zygmund by proving the theorem for non-integral values of r
as well. This is accomplished by modification of an idea of [3] in conjunction with
the approach of [2].

THEOREM. For r = 2, independent, identically distributed random variables
{X,, n = 1} with EX, = 0 satisfy

) E sup,> .. (n Tog log )72 <
if and only if
. X,%log |X,]| ‘
E|X1| < o0,r>2 and Equxllne] < 00, ro=2.

The proof of the theorem will be facilitated by the following proposition which
may have independent interest.
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2 Strictly speaking, the theorem is proved explicitly for r = 2 and stated for r = 3,4, -*-.

2156

Institute of Mathematical Statistics is collaborating with JSTOR to digitize, preserve, and extend access to [[SP4%

The Annals of Mathematical Statistics. IINOIN
WWW.jstor.org



COMPLETION OF A DOMINATED ERGODIC THEOREM 2157

LemMA. If {Y,,n = 1} are independent, nonnegative random variables and
{css n = 1} are positive constants, then E(Y - ¢, Y,)" < oo for somer > 1 provided,

() Y1 EY <o and (i) Y2ic¢*EY*< oo
where « = 1 ifr is an integer and « = r—[r] = fractional part of r, otherwise.

PrOOF. By convexity of log E|Y|" (Lyapounov’s inequality), whenever
O<a<b<d

(\%
Pt

EY} < (EY/)U-0/d-a) (Fyd)b-ald=a) i
implying
Zicib EY} < Y e ,EY) ™D EY /=
é (ZiciaE Yia)(d—b)/(d—a)(zicidEY'id)(b—a)/(d—a)
via Holder. Thus, (i) and (ii) imply that
(i) Yo, c¢'EY,)' <o, a<h<r.

Consider only the case where r is not an integer since the alternative situation is
analogous but simpler. Setting k = r—a,

EQ s anY) = EQe, Y, (L, Y
= E(Zc,.“Yn“)[ch"X."+~- +k!21 <iy<<i iy Y10, Y, ]
=Y e EY, +Y . ;¢ EYfc}EY* + -
FEY i< <ing i#ij, 1<j<kCi, EY; ¢y EYy ¢ EYS
+hY 1 <iy<een <ion, i%i;, 12j<k G, EY;,
ey EY, c'tUEY*e

recalling independence. But every term on the right is dominated by a product of
terms of the form (iii). For example, the final term is majorized by

k!(ZCiEYi)k_ l(zciaﬁ 1EYia+ 1).
The lemma follows.

PrOOF OF THEOREM. Since the case r = 2 is proved explicitly in Siegmund (1969),
suppose that r > 2 and moreover that EX,> = 1. Set S, = Y 71—, X;, b, = n'/"
and ¢, = (nlog, n)~* or one according as n > €° or not. Assume initially that
{X,, n = 1} are symmetric random variables and define

Xn’ = XnI[Ianébnb Xnu = Xn_Xn” Snl = Z;=1Xj” S”” = Z;!=1Xf”’
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If o is as defined in the lemma, then for 2 = « or r and ny > e°,
0 00

- hE nlh — — h
n;to n |Xn I n=zno J'Z" (n log n)h/2 J\bj<|X|§bj+1 IXl

iz

<K beki
- 112:20(10g2])/ fb}<|X|§b,+1| I
© Jh[(llf) E|

< X
=K ]Zno (log, j)"* L,<|X|§b,“| |
< KE|X,|" < oo:

Thus, invoking the lemma

S nir r (e o] r
Esupn>ee——lL— E(sup,,>1c Z |X; "]) < E(Z c,,|X,,”|> < 0.
n=1

(n log, n)"'? =

It remains to prove that E sup n > e (|S,'|"/(nlog, n)/*) < oo or equivalently to

show that for sufficiently large u,
e u" " P{sup c,|S,’| > u} du < o0;

this is accomplished as in [2], the only pomt of departure being in the choice of
(in the notation of [2]) ¢ = [(log, 7+ 1)/M+]? rather than ¢ = b, ! . The removal
of the symmetry assumption is standard as in [2].

In contradistinction to the case r = 2, the necessity of (4) when r > 2, is trivial.
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