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1. Summary and introduction. Consider p(=2) treatments in an experiment
involving paired comparisons. The (i, j)th pair yields n;; observations X;;, with
distribution functions (df’s) F;i(x) = F(x—f;+8,),1 = m < ny;;1 £i<j=<p),
B = (B4, -+, B,)’ being the vector involving treatment effects. We assume that F is
symmetric about zero, i.e. F(x)+ F(—x) = 1, for all real x. This is, for example, the
situation, when one considers a replicated balanced incomplete block design with
each block of size two under the usual assumption of additivity in an analysis of
variance model. The null hypothesis to be tested is as follows:

(1.1 H,': Fi(x) = F(x), forallreal x, and 1=<i<j<p, againstall
alternatives, which is equivalent to

(1.2) Hy,: B =0, against f # 0, 0 being a p-component column vector.

A class of rank-order tests for the above problem was considered in Mehra and
Puri (1967) and Puri and Sen (1969b), and asymptotic distributions of test statistics
were obtained both under the null hypothesis, and under a sequence of alternatives
converging to the null hypothesis at a suitable rate. However, any asymptotic
optimality properties of the test procedures were not considered in either of the two
papers.

For subsequent notational convenience, we first pool the n = ) 3 1 ;< ;<, 1y
observations, and label the mth observation for the (i, j)th pair by o = Y5_, 4
Nizoma+ YiZing+m(l £ m < n;), where we defineng, = 0,n,, =0 (1 £ A < p,
12i<j<p, 1 £a=n) Also, set ¢;,, =1, —1 or 0 according as the ath
observation is from a block where the treatment i is paired with some treatment, the
index of which is >i, <i, or the treatment i is not involved in the block at all

(1 £a =n;1 £i < p). Then one can write

(1.3)  P(X,, £ X) = F(x) (say) = F(x—p'c,),
Ca = (clna’ ) CPM)', l1Za=n.

We may remark at this point that the paired comparison problem can be regarded
as a particular case of the more general regression problem considered in Puri and
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Sen (1969a). The object of the present note is to show that, while tests considered
in Puri and Sen (1969a), are, under certain conditions asymptotically optimal for
the regression problem (and, hence, for the paired comparison case if the same
conditions are satisfied), tests considered in Mehra and Puri (1967) or Puri and Sen
(1969b) are, in general, not so. A counter-example is given in Section 3 to illustrate
this fact.

2. The main results. Let R,, = 3+ Y 5, u(|X,| —| X,4]), where u(x) = 1, % or 0
according as x >, = or < 0. Consider the score functions J,() (0 < u < 1) as
defined in (1.6) of Puri and Sen (1969a) (replacing both v and N, by n). Assume
J(w) = lim,_, , J,(u) exists for all 0 < u < 1, and satisfies (1.7) of Puri and Sen
(1969a). Consider the statistics

@1 S = 17 Yo o u(Roal 1+ 1)1 X 1sisp
where sgn x = 2u(x)—1, for all real x. Let

Cijn = nt ZZ=1 CinaCinas 1 £i,j<p. Assume,
22) Maxy cugn |Cnal [Cin = 0(r?), 1<j<p;
2.3) lim,,, Ci;, = A;; existsforall 1=4ij=p;
24 C, = ((Cij,n))’ (nz=1), A= ((Aij)),

C,(n = 1), A being assumed to be positive semi-definite (psd) of rank p'(1 < p’ < p).
In the particular case of paired comparisons, we have,

Ciin = n! Foiny(1 i =p); Cijn = —(ny/n),
1= i. # j < p(definingnj; = n;;, 1 < i < j < p). Assuming now, lim,_, ,(n;;/n) =
piexistsforalll Si#j<p» (0 < p; <1foralll Si#j<p,Y YicicizpPis=

1), we find that (2.2) and (2.3) are satisfied, and p’ = p—1. Define now, 4,> =
n 'Y n_  LA(/(n+ 1) = [ J,2(u)du, and consider the statistics

(2:5) T,=4,"?S,/C*S, (nz1,
where S, = (S, -+, S,,,)’ and where C,* is a generalized inverse of C,(n = 1). For
the testing problem (1.2), consider test procedures of the form:

(2.6) Reject H, if T, > d, d, someconstant (n = 1).

Consider, now, the sequence of alternatives

X)) H:B=p,=ntr,t= (14, 7,).

Denoting by {P,} and {Q,} the sequences of probability measures corresponding to
the null hypothesis (depending on # only through the number of observations), and
the sequence {H,} of alternatives, one can prove in the same way as in Hajek (1962)
that the sequence {Q,} of probability measures is contiguous to the sequence {P,}
of probability measures.



1972 MALAY GHOSH

Suppose F admits a density / wrt Lebesgue measure. Let f, (X,,; B) denote a
density of X,, when B is the true value of the parameter vector, i.e.,

f;l(Xna; ﬂ) =f(Xna_ﬁ/cna), 1 é o é n.
Write,
L(Xy's B) = [la=1 /X B)s (n 2 1).

We assume that f”(x), f”(x) exist for almost all x, and,

(2.8) I(f) = [2 [' M) f(x)dx < 0.
Let A, be the likelihood ratio test criterion for testing H,, against H,(n = 1). Then,
(29) ’1n = Ln(an; 0)/Supﬂneﬂp Ln(an; pn)

= Ln(an; 0)/Supte Rp Ln(Xn/; n_%‘ 1)9

R, being the p-dimensional Euclidean space. Define,

(2.10) YW = —f(F (A +w)2)fF (1 +u)/2)), O<u<l
Hence, [§ Y*(u)du = I(f) < co. Further let,
(2.11) A2, ) = [fo J@ppwdul? o J*(w)du.

Consider now the score functions y,(x) similar to J,(u), (n = 1, 0 < u < 1).
Assume lim,_, , ¥,(u) = Y(u) (0 < u < 1). Define B,> = [5,*()du, and consider
the statistics

v

(212) Uni = n_% ZZ=1 cinal/’n(Rna/(n-i' 1)) Sgn Xna (1 é l é P, n 1)9
(213) Un = (Unl’ ) Unp 19 Wn = ‘Bn_2 Unl Cn>{< Un (n g 1)

Let B, = (Bots > /?np)' denote the maximum likelihood estimator of g based on a
sample of size n. Let 7, = (1,4, '+, T,,)" denote the corresponding one for = under
H,. We assume that L, and B, satisfy the regularity assumptions of Wald (1943); for
details, one may refer to pages 65-67 of [1]. We are now in a position to state the
following theorem.

THEOREM 2.1. Under the assumptions (I)—(V), on pages 65-67 of Ghosh (1969),
and under Q, Q,, and Qs of Puri and Sen (19692), it follows that
(2.14) W,+2log 4, >0 in P,-probability.

PrOOF. Use the notation M, ~p Z, to mean that M,—Z,— 0 in P,proba-
bility. Write

log L(X,’; 0) = log L(X,’; B)— X F-1 B.:[(0/0B)) log L(X,'; B)ls=3.,

N 0?
+1Y Y i<iizp ﬁniﬁnjl:gm log L(X,’; ﬁ):L "
io0; =g
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where B,* lies in the p-dimensional rectangle [0, B,]. Then
(2.15) —2log A, = —2[log L(X,’; 0)—log L(X,; B.)]

2

- 0
=B, 1 .
ﬂn (( aﬁ 6BJ Og L(Xn 2 B)>>B=ﬁ;ﬁ,ﬁn.

Now, under H,, and under our regularity assumptions,

o) n'l[ i logL(x,,,ﬁ)]

0piop; p=n
[ @
NPnn [aﬁ aﬁ log L(Xn s B)]ﬂ=0
2
NP,. _lEﬂ=0L aﬁ aﬁj log L(Xn b ﬁ)]

0
= n_lEﬂ=0l:aﬁ lOg L(Xn > ﬂ) B lOg L(Xn s ﬁ):l = Cij,nl(f)9

(i) n*B,is bounded in P,-probability. Hence, from (2.15), one gets,

(2.16) B, C, B)I(f)+21log A, —» 0 in P,-probability
LX,'; L(X,';
Again, 0 = dlog LX.'; B _ OlogLX,; )
B p=pn p; £=0
L. 0%log L(X, ;
+ Z ﬁnj g ( I’)

Jj=1 6/3,6/31 B=Bn**
where B,** lies in the p-dimensional rectangle [0, B,]. Defining now,
(217) U:lkl = n_% Z:=1 Cina l//(I{(t‘xfnazl)) Sgn Xna (l é l é P, n g 1)9

where H(x) = F(x)— F(—x) = 2F(x)—1, for all real x, one gets
. 0%log L(X,'; B)
= nUR+ Yhe By —

Li=1 B BB, |p—puee

But it follows in the same way as the results of Héajek (1962), (5.17) that
U:: NPnUni(l Sis P) Hence,

_4( (@ log L(X,; B) 3

B _, 2 log LKX,'; B\, 12
- <<‘ 9B.05; ))( b

Now, B,> - I(f) as n — oo. Using (2.18), Slutsky’s theorem, and arguments
similar as (i), (i), one gets,

2.19) W, ~p, I (N@BY CI(f) C* CIf)n* B,) = n(B, C, BI);

(2.16) and (2.19) lead to (2.14).

i=1,2-p
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Because of contiguity, an immediate consequence of the above theorem is that
W,+2log 4, » 0 in Q,-probability. Also, one can see that when J =y, i.e. the
assumed and true scores are equal, 7,+21log 4, —» 0 in P, (and hence in Q,)-
probability. From the results of Wald (1943) page 470, we are now in a position to
state the asymptotic optimality properties of the test procedure (1.2). With this end
in view, the following notations are introduced.

Define the surface S,(7) by

(2.20) TAIf)T = c.

Also, for any 7 and d > 0, let w(z, d) = {z: |t—1| < d}, where 7 lies on the same
surface S.(7) as 7; let w'(t, d) be the image of w(z, d) by transformation t* = gz,
where B.'B. = AI(f). Define the weight function

@.21) &(r) = limg, o A[w'(z, )]/ A[o(z, d)],

A(w) denoting the area of w. The following theorem is now an immediate conse-
quence of Theorem VII of Wald (1943), our Theorem 2.1 and the remarks made in
the previous paragraph.

THEOREM 2.2. When J(u) = Y(u) for all 0 < u < 1, under the assumptions (1)-(V)
on pages 65-67 of Ghosh (1969), and, under Q,, Q, and Qs of Puri and Sen (1969a)
the test proposed in (1.2)

(a) has asymptotically the best average power wrt surfaces S.(t) and weight
Sfunction &(7);
(b) has asymptotically the best constant power on the surfaces S.(t);

(c) is an asymptotically most stringent test.

Any such properties, cannot, in general, be claimed by tests proposed in Mehra and
Puri (1967), even when the assumed and true scores are equal. A counter-example is
provided in the following section to illustrate this fact.

Now, if rank C, = p'(1 £ p’ < p, n = 1), under the sequence {H,} of alterna-
tives n(B, C, B,)I(f) (and hence, —2 log 4,) is distributed asymptotically as a non-
central chi-square with p’ degrees of freedom and noncentrality parameter
n1 = (7' A0)I(f). Also, proceeding as on page 6 of Puri and Sen (1969a), one can
show that under {H,}, T, is distributed asymptotically as a noncentral chi-square
with p’ degrees of freedom, and, noncentrality parameter 5, = (v'A1)4%(J, ¥).
(Note that A*(J, ) = I(f) whenJ = ). These results will be used in the following
section.

3. A counter-example. We assume that p;; = lim,_, , (;;/n) exist and >0 for all
1S i<j=Ep;) YicicjzppPy=1 Let p;=p;(1 2i<j=<p). Then for
testing (1.1) against alternatives of the form F(x) = F(x+n'*(‘cj—‘ci)),
1 £i < j £ p, test statistics proposed in Mehra and Puri (1967) can be formulated
in either of the following two ways.
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(i) “Combined Ranking” approach: Let RGN <rooc, Yy u(| Xy —
ersml)s 2= n;, 1=<i<j=p; S;lk,ij = Z:irj-l Jn(RE:,’a{)/(”+1)) sgn X,
(I1=i<js=p; n=73 ) <i<j<pny) Then the statistic proposed is L,* =
ny=1 Z§=1¢i (Srf,ij ”?})2/@14"2), (nz1).

(i) “Separate Ranking” approach: Let R¥ . = Yl u(|X | —|Xim|), 1 <
«Sny 1 Si<j<p; SEh=>Y, Jni (R, al(ni5+1)) sgn Xy, 1 S i< j < p.
The proposed statistic is

L = Y F 1 3 5=1 SHhl(pniAL )EP, (2 1).

Itis shown in Mehra and Puri (1967) that L,* (or L,**) is distributed asymptotically
under H, as a noncentral chi-square with (p—1) degrees of freedom and non-
centrality parameter

d=p'Yr, {Z§=1,¢ipij%rij}2A2(J, V), T = 1,—1; (1=i<j=p),
and defining p;; = p;;forall1 < i <j < p.

In the particular case n;; = ) "'n, 1 £ i<j=<p),p; =G L 15i<j=<p.
Then, it follows after some simple algebra that
6= Qp—DYl-y (=DA% Y),  T=p 'Yl .

In this case, 4 = 2/p)[(1-p)l,+pJ,), p = —(p—1)7", I, is a unit matrix of order
pandJ,isap x p matrix with all elements 1. Then, 1, = [2/(p—1)] Yo (r—1)?
A*(J, ) = 6. If, however, all pairs of treatments are not compared the same
number of times, the two test procedures are not asymptotically power-equivalent,
since, then 6 and #, may differ. To see this consider the following example:

Let p =3, ny, = ny3 = n/6, ny; = 2n/3. Then, omitting some elementary
algebra, we get,

8 = A*(J, |//)[(§-)112+(7/9)(122+132)—(§)(1112+111:3)—(11/9)1213]‘

Also, here, A= 3 -1 -1
-4 % -3
-3 -3 %

Then 1, = A*(J, YIHB) 7%+ @722 + 13D — @)t 7,+ 7,73) — (D) 71,73].
Hence, ,— 0 = (1/18)(1,—13)24*(J, ) > 0, when 1, # 15 and 4%(J, ) % O.
This example shows that in this particular case, the tests proposed in Mehra and
Puri (1967) and Puri and Sen (1969a) are not asymptotically power-equivalent and
the test proposed in Puri and Sen (1969a) is asymptotically at least as powerful as
the one in Mehra and Puri (1967) (or Puriand Sen (1969b)). Thus, unlike the test
proposed in Puri and Sen (1969a), the test proposed in Mehra and Puri (1967) does
not possess any asymptotic optimality properties in the sense of Wald (1943).

Acknowledgment. Thanks are due to the referee and Professor P. K. Sen for
their useful comments on the paper.
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