DOI: 10.1214/EJP.v6-89

n
Electr?® Ability

Vol. 6 (2001) Paper no. 16, pages 1-26.

Journal URL
http://www.math.washington.edu/ ejpecp/
Paper URL
http://wuw.math.washington.edu/~ejpecp/EjpVol6/paperl6.abs.html

ON A CLASS OF DISCRETE GENERATION
INTERACTING PARTICLE SYSTEMS!

P. Del Moral
CNRS-UMR (55830, Univ. P. Sabatier, 31062 Toulouse, France
delmoral@cict.fr

M.A. Kouritzin
University of Alberta, Edmonton, Canada TG6 2G1
mkouritz@math.ualberta.ca

L. Miclo
CNRS-UMR C55830, Univ. P. Sabatier, 31062 Toulouse, France
miclo@cict.fr

Abstract The asymptotic behavior of a general class of discrete generation interacting particle
systems is discussed. We provide LL,,-mean error estimates for their empirical measure on path
space and present sufficient conditions for uniform convergence of the particle density profiles
with respect to the time parameter. Several examples including mean field particle models,
genetic schemes and McKean’s Maxwellian gases will also be given. In the context of Feynman-
Kac type limiting distributions we also prove central limit theorems and we start a variance
comparison for two generic particle approximating models.

Keywords Interacting particle systems, genetic algorithms, Feynman-Kac formulas, stochastic
approximations, central limit theorem.

AMS Subject Classification Primary: 60F05, 60G35. Secondary: 93E11, 62L20.

Submitted to EJP on December 15, 2000. Final version accepted on May 16, 2001.

!This work was partially funded by NSERC, PIMS, Lockheed Martin Corp., Lockheed Martin Canada, and
VisionSmart through a MITACS center of excellence entitled “Prediction in Interacting Systems”.


http://dx.doi.org/10.1214/EJP.v6-89

1 Introduction

Interacting particle systems play a prominent role in such diverse areas as nonlinear filter-
ing, population genetics, and statistical mechanics. In these fields, one often employs particles
systems to approximate complicated models in order to facilitate simulation, computation, or
mathematical derivation. Proper usage of these approximations requires knowledge of the pre-
cise conditions under which various types of convergence to the underlying model takes place.
Within, we consider discrete time models, propose a particle system approximation algorithm
that is most effective for actual computations, and study the fidelity of this and other approxi-
mations through rates of convergence. We illustrate our algorithm through application to non-
linear filtering, Feynman-Kac formulae, mean field particle models, and McKean’s Maxwellian
gas model.

The recent work of Del Moral and Miclo [5] effectively covers the design, application, and
analysis of the most common interacting particle system approximations. We propose and
analyse an interacting particle algorithm not studied there that is very practical for computer
implementation of classical nonlinear problems. Indeed, according to our analysis in section 5 of
this paper, our algorithm provides a lower variance estimator of the underlying model than its
predecessors in [5]. Our algorithm fits into the general framework given in Crisan, Del Moral,
and Lyons [2] but is not realized as one of their branching corrections. Still, the analysis in [2]
applies to our algorithm and is continued herein. Our algorithm and analysis were motivated in
part by Blount and Kouritzin [1] and Del Moral and Miclo [5] respectively.

We start section 2 with the basic notation and our new algorithm. This is followed in subsections
2.2 and 2.3 by the existing algorithm and the amalgamated algorithm, including both algorithms
of subsections 2.1 and 2.2. We also explain the significance of our work through the Feynman-
Kac distributions in subsection 2.3. Our main results are summarized in subsection 2.4. Section
3 is devoted to statement, proof, and application of our consistency results. In particular,
the precise statement and proof of our path space mean ergodic theorem is in subsection 3.1,
our uniform mean ergodic theorem development is contained in subsection 3.2 holds, and our
applications are in subsection 3.3. Central limit theorem behaviour is investigated in section 4.
Finally, the relative advantage of the new algorithm over its predecessor is established through
the variance comparison of section 5.

2 Background

2.1 Notation and New Algorithm

For any measurable space (E, &) we denote by M(FE) the space of all finite signed measures on
E, by Mi(F) C M(E) the subset of all probability measures and by By, (FE) the space of real
bounded measurable functions with supremum norm ||.||. For any u € M(FE), f € By(E) and
for any integral operators K and K’ on By (E) we let KK’ be the composite operator and K(f),
uK be respectively the function, measure on F defined by

K(f)(@) = /E K(z,dy) f(y) and (uE)(f) = /E u(de) K (2, dy) 1(y).



Let {IE,”, ; ne€ N, ne M(F)} be a collection of Markov transitions on E. Starting from
this family, we introduce our main object of study. This is an N-interacting particle system
(abbreviate N-IPS) & = (é}” e ,@nv), n € N, which is a Markov process with state space EV
and transition probability kernels

N N
-~ ~ > o~ . ~N def.
PE edy|&) = [[Rogy @ pd?)  with 7Y 2" 6, M)
p=1 ifl

Here dy dof dy' x --- x dyN stands for an infinitesimal neighborhood of the point y =
(v',...,y"N) € BN and §, is the Dirac measure at a € E.

We also introduce the empirical distribution of the N-path particles (a@), .. ,@1)

AN def 1
- Z 5(507 7§n (2)

which is a random measure on E"t!, n € N. When the transition probability kernels IEW,
are sufficiently regular we will show that for any n € N distributions (2) converge weakly, as
N — o0, to a non random measure on E"+1

~ ef. > >
njo,n)(dxo, - - ., dy) def no(dzo) X Kino(xo,dzr) X ... X Ky (Tn—1,dzy), (3)

where the distribution flow {7, ; n € N} is solution of the measure valued dynamical system

Mnt1 = M Knt1.n,- (4)
Our study concerns approximations (3,4) via empirical measures (2) of N-IPS (1) that were
motivated in part by the work of [1]. The advantage of our new approach over the previous
algorithm (discussed immediately below) can easily be seen in simulations and is explained in
section 5 herein.

2.2 Existing Algorithm

The measure-valued process (4) and the corresponding N-IPS approximating model (1) can be
viewed as a natural extension of discrete time models introduced in a previous work by one of
the authors. More precisely, the non linear measure valued process introduced in [3] and further
studied in [5] is defined as in (4) by replacing the one step transformation n — nﬁnm by an
abstract transformation 7 — ®,,(n) so that (4) takes the form

M1 = Lot (). (5)
As noticed in [3], p. 475-476, if we have for any n and n

®y(n) = Ny
then the desired distribution flow {n, ; n € N} can alternatlvely be approximated by an N-IPS

defined as in (1) by replacing each transition IC (fn 1, dyP) by distribution ®,(m(x))(dy?),

namely
N

N
PE, €dyl|E,_1) = [[ @ ))(dy?), 7Y = Z (6)

p=1



It is interesting that in this strategy of previous works the empirical measure on path space (2)
converge weakly, as N — oo, to a distinct limiting measure on E"*!, namely

T (@0, dz) = qo(dag) x @1 (o) (dn) X .. X By (1) ()

= no(dzo) x m(dzry) X ...... X 1 (dxy,). (7)

More information on the latter N-IPS model (6) can be found in [5] and references therein.

2.3 Amalgamated Algorithm

The mathematical models (5) and (6) can be embedded respectively in the more general and
abstract ones (4) and (1) simply by replacing K,, , with K, = ®,(n). Then, K, = nkp, =
®(n) and mechanism

N N
. 1
P(&n € dylén) = [ [ Koy, (€11 dy”) with == 3 o, (8)
p=1 i=1
1 N
N f— . .
Mon =37 D Och.c0) 9)
i=1

can be used for both strategies with IC, &, nfgvn} =K, Emﬁfg,n} or IE, En, ﬁf(\)[,n]’ In both cases, we

also assume that the initial configuration & = (&}, ... ,fév ) consists of N independent variables
with common law 7 and we write F' = {F,, ; n € N} for the canonical filtration associated to
the discrete-time Markov process €. The aim of this paper is to study the asymptotic behavior of
the empirical measures (9) on path space for a general class of N-IPS defined by the transitions
(8). We also prove central limit theorems for Feynman-Kac’s type limiting system (4). We also
start a comparison of the fluctuations variance associated to the two N-IPS models (6) and (1).

Our algorithm (8,9) fits into the general framework given in [2]. However, our method was
not highlighted as one of their branching selections, the advantages of sub algorithm (1) over
sub algorithm (6) were not noted, and our LP—rates of convergence, uniform convergence, and
central limit theorem results were not studied.

To illustrate the significance of our study; we consider the class of Feynman-Kac’s distributions
defined by

n—1
mn(f) = i where Y (f) =B f(Xn) exp ) Up(X) (10)
p=0

{X,; n € N} is a given EF—valued time inhomogeneous Markov chain with one step transition
probability kernels {P,+1 ; n € N} and initial distribution 7n9; and {U,, ; n € N} is a given
sequence of bounded and strictly positive functions on FE. The above Feynman-Kac’s models
naturally arise in biology (modeling genetic and evolutionary processes), physics (distributions
of killed Markov particles, spatially homogeneous Boltzmann-type equation, Moran particle
systems) and non linear filtering (as flow of conditional distributions). The reader who wishes
to know more details about specific applications is recommended to consult [5] and references



therein. Using the Markov property in (10) it is not difficult to check that the distribution flow
{nn ; n € N} satisfies (5) with

1(gnf
Baia() = V) Past s Bal)(f) = 0] and g, —exp (1)
Since ¥,,(n) can also be written as W,,(n) = S, , with
1 1Y ; 1(Gnf) .
S = Id—|—<1— >‘I’n777 U, (n)(f) = _ and g, =gn—1
" o) wgy) =56
we also have ®,(n) = nk, , with
K S 1P (12)
One concludes that the desired flow {n, ; n € N} satisfies (4) for both
Ko, .) = ®n(n) = 1knyy and Koy = Ky (13)

The trilogy law of large numbers, central limit theorem and large deviations principles for
genetic type N-IPS models corresponding to the first choice Ky, ,, = ®,,(n) are discussed in [5].
In section 4, we propose a unified framework within which we can study central limit theorems
for the N-IPS approximating model (1) associated to any transition kernels K, ,(x,dy) such
that

N = @n(n)
that includes both cases in (13).

2.4 Statement of Main Results
The first central result holds with K = K and K = K.

Theorem 1 Under some regularity conditions on the transitions kernels IC,,, for any p > 1
and n > 0 there exists some finite constant c,(n) such that for any f € By(E™+1)

1
N v _ &p(n)
E (5 (F) — mom(HIP)” < L2 W51 (14)
In addition, if the evolution semigroup associated to the limiting dynamical system (4) is suffi-
ciently reqular then for any p > 1 there exists some finite constant ¢, < oo such that

supE (10 (f) — ma(HIP)* < -2 1] (15)
n>0 N

The precise regularity conditions and the proof of Theorem 1 are given in section 3 In subsec-
tion 3.1 we prove (14) and the uniform estimate (15) will be discussed in subsection 3.2. In
subsection 3.3 we present several examples which can be treated using our framework including
Feynman-Kac’s type measure valued processes, mean field particle models and McKean’s
Maxwellian gases models.

We now recall the definition of 72’ from (8) and give a central limit theorem for the general
algorithm.



Theorem 2 The sequence of random fields

WX ()= VN (0 () =m(£)) . f€Bu(E)
converge weakly to a centered Gaussian field {Wy(f), f € Bu(E)}.
The precise statement and the proof of Theorem 2 is given in subsection 4.2. In section 5 we

end the paper with a comparison of the fluctuation variance for the two N-IPS approximating
models corresponding to (1) and (6).

3 General discrete time models

In this section we investigate the weak law of large numbers for the N-IPS (1) associated to an
abstract measure-valued process of the form (4). We always assume that

(K) For every f € By(E), n € Mi(E) and n € N there exist some constant c,(n)
and a finite set Hy(n, f) of bounded functions h : E — R, ||h|| <1, such that
Vu € MI(E)  |IKuy(f) = Kuu(DI S cal) AL D In(h) = u(h)]: (16)
heHn(n,f)

In addition assume that sup{|Hn,(n, f)|; f € Bu(E)} < oo for any n and n where |S| denotes
the cardinality of a set S.

The regularity condition (K) is validated for a number of examples in subsection 3.3 and
it is strongly related to the one used in (25) Theorem 2, p. 451, in [3] and in Theorem 3.2 page
305 [2]. In fact the N-IPS model (1) can be regarded as an example of branching particle model
discussed in [2] and the N-IPS model (6) coincide with the one presented in [3]. In these two
works Lp-estimates for the particle density profiles nY are discussed but no satisfying analysis
is done on the asymptotic behavior of the empirical measure on path space defined in (2).
In subsection 3.1 we prove an IL,-mean error estimate for 77[](\)7,”]. In subsection 3.2 we present
a sufficient condition on the evolution semigroup associated to the limiting measure valued
process (4) under which the particle density profiles n,]lv converge to the desired distribution 7,
uniformly with respect to the time parameter. Typical examples that fit into our framework
will be discussed in subsection 3.3.

3.1 Mean Ergodic Theorems

Theorem 3.1 If the Markov transitions ICp,, satisfy condition (KC) then for any p > 1 and
n >0 there is a finite constant c,(n) = c,(n, {n,}"Z5) such that

1

Vf e BUE), () - mon(P) < 2 g (17)

&‘

Proof: We first prove that for any n € N we have

~—

VfeByE) Y21, E(lnY(f) - m(HP)r < 2"

2 s (18)

ﬁ



for some finite constant c¢,(n) which only depends on the parameters n and p. Since & consists
in N-independent random variables with common law 79 a simple application of Marcinkiewicz-
Zygmund’s inequality (see for instance (26) page 498 in [10]) yields

cp(0)
VN

for some universal constant c,(0). Moreover, the definition of &, and another application of
Marcinkiewicz-Zygmund’s inequality gives the almost sure estimates

E (10 (f) — m(H)IP)? <

1

E (I () = maKn g, (P [Faca )’
1 N
=Bl5 2 (&) ~ Ky

=1

N (F)E_DIPIFacr)? < v AL

for some universal constant ¢, whose values only depends on the parameter p. Suppose the
estimate (18) are true with (n — 1) in place of n. Then, the regularity condition (K) and the
induction hypothesis imply that

cp(n —1)

i I THn (15 £ (19)

E(IKpy f ~ Knm s fI7)” <

and

E (101 (Ko F) — ot (s HIP)F < 222D P Ds

for some finite constant ¢,(n — 1). Using the decomposition

77711\[ — M = [nrjzv - nfzv—llcn,nyjy_l]

+ly (Kn,njjfl - Icnmnq)] + 01 Ky = Mn=1Kn 1]

and previous estimates, one concludes easily the desired L,,-bounds at rank n and the inductive
proof of (18) is completed. Let us show (17) by induction on the time parameter n. The first
case n = 0 is clear. Assume, as induction hypothesis that the estimate (17) has been proved at
rank (n — 1). For any f € By(E™"!) we use the decomposition

M () = Moy (F) = IO + IR (f) + D)

with

(f(f(z)77§n lvéi)_f(f(i)v"wg‘z—lvz)) ’Cn,nﬁf (fn 1,d2)

1

eI

=
2|
M=
S

@
I
-

P ) (K, (€hm10d2) = Koy (611,2))

@
I
-

5

=

|
=2l
=

i b]\

;n—1] (ICTL,T)n_l (f)) — No,n—1] (’Cn,nn—l (f))

~
G
-
S~—
|
]
o=z



where I@n,%_l stands for the Markov integral operator
Knmr 2 f € By(E™) 1o Koy () € By(E"™)

defined by

Koy (F) (@0, -+ 1) / F@oy . @1, 1) Koy (201, du).
E

Since, conditionally on the algebra F),_1, the set

\/E (f(§67752717€;) _f(féw”aé?ilfluz)) ’Cn,nﬁll(féfl?dz)a 1 S/L S N

forms a sequence of independent, centered and bounded random variables, Marcinkiewicz-
Zygmund’s inequality applies and

1
> c
E(IHNPIF)" <7l Poas
for some universal constant c,. Arguing as in (19), we use the regularity assumption (K) and
the estimates (18) to prove that
1

B (1r2(r)” < =2 )

for some finite constant ¢,(n — 1). Finally, the induction hypothesis at rank (n — 1) implies that

1 d(n-1)
]E( 73 p) PP
PUP)” < T )
for another finite constant c;,(n — 1) and the rest of the proof is now straightforward. [

3.2 A Uniform Convergence Theorem

Suppose that the transitions IC,, ,, satisfy (KC) and we set ﬁn(n, ) =Hn(n, f) U{Kun(f/IIfID}
Then, the one step mappings

Dy(n) = W’Cn,n

have the following Lipschitz type regularity:

(®) For every f € By(E), n € Mi(E) and n € N there ewist some constant

cn(n) and a finite set Hpy(n, f) of bounded functions h : E — R, ||h|| < 1, such that
sup{|Hn(n, f)|; f € Bo(E)} < 0o and for any u

(D (0)(f) = Cal) (DI < cal)llfIl D In(h) = u(h)]. (20)

hEHn (1,f)



Let {®,,, 0 < ¢ < n} be the non linear semi-group associated to the non linear measure-valued
process (4) and defined by the composite mappings

Qypn=P,0...0P54900P,,1, @, , = Id.

If the one step mappings ®,, satisfy condition (®) then it follows that for any 0 < ¢ < n and for
every f € By(E), n,p € My (E)

|@gn () (f) = Lan() (N < camm) WAL D In(h) — u(h), (21)

h€Hg,n(n,f)

where ¢4 (1) = cn(Pgn-1(1))cn—1(PLgn—2(n)) ... cq+1(n) and

Hentn, )= U y - U H(n,h-g-2)  (22)

hEﬁn(%,nfl(n),f) ha Eﬁ(%,nﬂ(n),h) hnfq72€ﬁ(q>q+l(77)vhn7q73)

Theorem 3.2 Suppose the semi-group {®,,, 0 < g < n} associated to the measure valued
process (4) satisfies (21,22)

sup sup ¢qn(n) =c < oo, (23)
n 0<g<n
~ ~ S det
[Hgn| = sup [Hgn(n, f)| < oo, and d(Hgn) = sup sup [A]l < oo. (24)
n.f n.f hqu,n(mf)

Then, for any f € By(E) and p > 1 and n > 0 we have that
1
]Enizvf_nnfp; —f Hnd n
(I (f) = m(F)IP) \/—HHZ!M Han)

for some universal constant b, and therefore

sup (15 (/) = m(NP)? < Z 11 o). (25)

where "
o(H) def- sugz Hyn| d(Hyn) < . (26)

n> 4=0

Remark: Equations (21,23,26) collectively impose a contraction property on the semigroup
®,,, that yields our uniform estimates. In particular, we are assuming that the size of the

hi € H(®gpn_is1(n), hi_1), ||hill, is decreasing faster than |H(®y,n_iv1(n), hi_1)] is increasing as
1 — 00.
Proof: We first use the decomposition

n

777]2[ — T = Z [(bq,n(név) - @q,n(q)q(név—l))]

q=0



with the convention ®¢(n;) = 1o to check that for any bounded test function f
[ (F) = (DI < e 111D > g (h) = @q(m"1) (h)] -
I=0 heHn (Pq(ngl).f)

An application of Marcinkiewicz-Zygmund’s inequality gives for any p > 1 and ¢ > 0 the almost
sure estimate

o

E(|név(h) - (I)q(77¢]1\i1)(h)|p|Fq,1)5 < prhH

=

for some universal constant b, and with the convention F_; = {(,2}. Under our assumptions
it follows from the above that

N p% ﬁ - v v
E([n) (f) = m(f)IP)? < 7 Il qZO Han| d(Hg,n)

and the rest of the proof is now straightforward. |

3.3 Applications

In this section we present a selection of examples for which conditions () and/or the assump-
tions of Theorem 3.2 are met. Let us start with a very simple situation in which the transitions
Kn,y does not depend on distribution 7, that is I/C\n,n = K,, and KW] = nK,. In this case one
can check that (K) trivially holds with

cn(n) =0 and Ho(n, f)=¢

and (®) holds with N
ca(n) =1 and  Ha(n, f) = {EKaf/IIF]}-

Note also that in this situation the EV-valued chain (1) consists in N independent Markov chain
with the same transitions K, and clearly the limiting measure (3) coincides with the distribution
of the chain from the origin up to time n, namely

Njo,n) (dT0, - - ., dzy) = no(dro) X K1(wo,dw1) X ... X Kpy(Tp—1,dry).

Conversely, the EV-valued chain (6) is an N-IPS and its transitions are given by
N o N ' N
PE, €dy|, ) =[] 5 DKooy’ = [[ K5y, ().
p=1 =1 p=1

It is also worth observing that the limiting measure (7) is now the n-tensor product measure
n%m (dxo,...,dx,) = no(drg) x m(dry) X ...... X Mp(dxy), with 7, = ®p(np—1).

In this quite trivial example the measure-valued process (4) and the corresponding semi-group
are linear and transformations ®, ,, are simply given by

Qyn(n) =K1 Kqyo ... K.

10



We also find that (21) is satisfied with ¢, (1) = 1 and

_ 1
Fom(n, ) = {m Kyt oK)~ Ky Kn(f)]} |

A convenient tool for the analysis of the long term behavior of the N-IPS approximating models
is the Dobrushin’s ergodic coefficient a(K) € [0, 1] of a Markov transition K on a measurable
space (F, &) defined by

. 1
a(K) =1-p6(K) with S(K) =g sup|K(z,.) = K(y,.)|w, (27)
x?y
where ||. — .||, stands for the total variation distance. (See Dobrushin [6], [7].) We also recall

that a(K) is a natural measure of contraction of the distance of probability measures induced

by K and

[ K — poK||ew
1 — w2l

where the supremum is taken over all p, yu2 € M;(E). We have from (27) and (28) the following

estimates

B(K) = sup (28)

[Kps+1-- Kn(f) = nKpt1 - Kn(f)| <20 FI| B(Eps1- .. Kn) (29)
and
B(Kpy1---Kyn) < H B(Kq) = H (1 —a(Ky)). (30)
q=p+1 q=p+1

In time homogeneous settings (that is K, = K) one concludes that
d(ﬁp,n) <2(1 - a(K))""

and therefore

o(H) = su;(;z d(Hpp) < 2/a(K).
n> p—0

3.3.1 Feynman-Kac’s distributions

In this section we discuss condition () and the long time behavior of the N-IPS approximating
models (1) and (6) of the Feynman-Kac’s distributions defined in (10). We examine the two
situations

1) Kup(u,.)=®,(n) and 2) Kn,=Kn, (31)

with ®,(n) and K, , defined respectively in (11) and in (12). In the first situation we use the
decomposition

() (f) — @n(n)(f)

1

= {[N(gnflpn(f)) - n(gnflpn(f))] + (bn(u)(f) [n(gnfl) - N(gnfl)]}
1(gn-1)

11



and conclude that (K) is satisfied with

c — HgnH nd H :{ gn Pn—l—l(f) 9n }
=gy M T D I gl T Tl S

In the second situation we recall that

EnJrl,n(f) = ICnJrl,n(f)
= —— Pa(f)+ <1 -

1 > n((gn — 1) Poy1(f))
1(gn) n(gn — 1)

= — [ Pn+1(f) + n((gn - 1)Pn+1(f)) ] :

We use the decomposition

a
3
+
=
E\
)
)

= Kns1,(f) =1(f) + J(f)
with
1

I(f) = MESLICS) (1(gn) — 1(gn)) Pns1(f)

(e =D P () nllgn = 1)Pusa(f))
I = 14(gn) 1(gn)

= L (gn = DPusr (1) = (g — 1) Puss ()]

1(9n)
=Wl fy6,) — g )

= { [1(gnPrs1(f)) = n(gnPrs1(f))] + Prs1(f) — Prsa(f)]

1(9n)
+N((gn - 1)Pn+1(f))
11(gn)

1(9n) — 1(gn)] }-

We check using (11) that

uwﬂs“ﬁxﬂHm%ww@mwm
and 1
I S~ i Pasa() = 1o Prsa ()] + 1P (F) = P (1)
HIA 2D )~ g )
Using the fact that ( )
wlgn +1) 1 ox
wgy gy S el

we can show that

”I/C\n-l-l,n(f) - En—l—l,u(f)u
< { 207111 + exp [[Unl]) [n(gn) — w(gn)| + [1Ent1 (f) — pPrg 1 (f)]
+’M(gnpn+1(f)) - n(gnpn—kl(f))‘ }

n(gn)

12



One easily deduces that condition () is met with

cnt1(n) = 2 (1 + exp |Unl))? /n(gn)

and

_ dn Pn-i-l(f) gn Pn-l—l(f)}
Hovir(n, 1) {Hgnu A Teal 1A S

To see that condition (21 ) is satisfied for the Feynman-Kac type semi-group associated to the
distribution flow (10) we use the following technical lemma:

Lemma 3.3 ([4]) For any 0 < p < n we have
def. 14 (Gpn [f)
(i) = Vpn()Ppp s Upn(p)(f) S 22200
1 (gp,n)

where the functions {gpn ; 0 < p < n} and the Markov transitions {P,, ; 0 < p < n} satisfy
the backward formulae

P n (P
Py1a(f) = L (g?p ((gpp;)(f)))’ Ipin = 9p Ppr1(Gpr1.n) (32)

with the conventions gn, =1 and P, , = Id.

JFrom the backward recursions (32) it follows that

def. Pp(gpn f)

Fon = SyhFprin = SEAS) 800, s LS (33)
p\Ip,n
i From this lemma one can also check that
1(9p.n) Ip.n
Pp () (f) = Ppn(n)(f) = u( P,nf—<1>,nnf)-
() = Cpn)(F) = T (P () ()
It follows that condition (21 ) holds with ¢, ,(n) = a2,
Qpn def- sup gp,n(tc)
z,yeE Ypn y)
and ) )
v gp,n
o £) = { 2 I = )1} 34
0 I =\ gy T o P DU oy

Using Lemma 2.3, one can also prove that

Fynf = ®pali) () = [

E

[Bon(£)(@) = Pon(F) ()] ¥pnl(n)(dy)

and

HPp,nf - (I’p,n(n)(f)u <|I£ll ﬁ(Pp,n)-
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Using (27) and (28), we obtain

B < T B8 = T 1 —a(si)).
q=p+1 q=p+1

To estimate the Dobrushin’s coefficient of S(g") we will use the following mixing type con-

dition. It is not hard to construct { P, } satisfying this mixing condition when £ C R? is compact.

(M) For any n > 1 and z,2’ € E we have P,(z,.) ~ P,(2',.). In addition there
exists some strictly positive constant € such that for any x,2’,y € E
dP,(x,.)
) = (3)
Under (M) we first notice for any z,2’ € E and A € £ that
P, nl
S}()n)(%A) _ p(gpn 14)(@) > 2 SI()n)(CC/,A),
Py (gpn)(2)
Thus (27) implies that
a(S§M) > 1-28(S{V) > € (36)
Using (35) again, we also have
gp,n(x) _ gp(x) Pp+1 (gp-l—l,n) (.le) < gp(x) 1 _ 1 exp (OSC(Up))
Ipn(Y) 9p(Y) Ppt1 (Gp+1.0) (V) — gp(y) € €
with et
osc(Uy,) = sup {Uy(z) — Up(y), =,y € E}. (37)

In summary, we have proved in (34-37) that if (M) is satisfied and

sup osc(Up) e osc(U) < o0
p=>0

then conditions (23) and (24) of Theorem 3.2 hold with

|ﬁQ7n| = ]'7 d(ﬁq,n) — (]. — 62)“7(]’ Cq,n("?) S 672 €2OSC(Uq)’

where we have used (29), (30), and (36) to bound d(Hy,,). Therefore
c=c2 exp(205¢(U)) and o(H)= Z(l — P =1/,
P

For the two N-IPS approximating models corresponding to the two situations (31) we have for
any p > 1 and f € Bp(E), ||f]| <1, the following estimate

b 208C(U)

supE (1 (1) = n(P)7 < =

for some universal constant b,.

14



3.3.2 Mean field particle models

Let us suppose that E = R? for some d > 1 and the transition probability kernel K,y is described
by

exp— 2 [0 — an(z, ) Q3 (y — anlzn))] dy

Kn,n(xa dy) = 9

1
—
(2m)2\/|@n|
where

e (), is a symmetric positive definite and (d x d)-matrix, |Q,| = det(Q,).
e dy stands for the Lebesgue measure on R?, y = (y',...,y?) and x € R?.

e a, :RY x M;(R?) — R? is a given bounded measurable function.

This example is instructive because the limiting measure (3) can be regarded as the probability
distribution of a path sequence (Xj,...,X,) of random variables defined by the recursion

Xn:an(anlu'r/nfl)"f'Wnp n>1
where

e W,, n>1,is a sequence of independent and R%-valued random variables with Gaussian

distribution )

1
Y(dy) = ——5——— exp—= [y'Q;'y] dy

(2m)2/1Qn] 2

e X is arandom variable with distribution 79 and independent of the sequence {W,, ; n > 1}
and for each n > 0, n, is the law of X,.

Note also that for any n and 1 we have that

Kny(, dy) = exp Iny(z,y) n(dy)
with
ng(i,) = Y@ an(e,n) — san(, 1) @y an (. ).
A direct calculation shows that

(@, y) = Inu(@, )| < NQ I Iyl + llanll] lan(z, n) — an(z, ©)], (38)

where |y| = [>21<;<q 1¥%|?]'/? is the Euclidean norm on R?, for any (d x d)-matrix A, ||A| =

sup|y <1 |A(z)| and ||a,|| = sup, , lan(z,n)|. Recalling that for any («, 8) € R?
%] < o Bl (¢* + %)

and using (38) we find that

(K (F) (@) = K () ()]

IN

171 / Lon(@29) — T (2 9)] (Ko + Konp) (2, dy)

TIn(x,n; 1) | fl an(z,m) = an(z, p)]

IN
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with

Talz,np) = 1Qu / [yl + lanll ] (K + Kn) (2, dy)
< QM [ E(an (2,7) + Wal) + E(|an (z, ) + Wal) + 2l|an] ]
< G L 4Q7Y [ Nlanl +E(Wa]) ],

where W,, stands for a Gaussian d-vector with distribution ~,,.

1

L ..., a%) takes the form

Suppose next the drift function a,, = (a

Vi<i<d, aj(zn) =) o (@) nhi ;)
jed

with J a finite set with cardinality |.J|, of, ; and R}, ; € By(R%). In this situation we see that

1/2
sup |an (2,7) — an(z,p)| < | D [suplal,(2,n) — aj,(x, p)[]”
r 1<i<d *
1/2

< Z [Z o, 11 In(hi, ;) = n(hi, )11
1<i<d jeJ

< Vd Z Z”afm” ‘U(hi,j) —U(hi,j)"

1<i<d jeJ

Then, evidently (K) holds with

cn(1) = Cn Vd sup (Jlag, 511175, ;1)
Z?]

and ' ‘
Ha(n, f) = {hy /|l s 1<i<d, jeJ}.
3.3.3 McKean’s Maxwellian gases

We examine the discrete time version of the McKean’s 2-velocity model for Maxwellian gases
presented in section 3 of [9]. In this situation the state space is given by E = {—1,+1} and for
any 1 € M;({—1,+1}) the transition probability kernel K, ,, is described by

Knn(z, dy) = n(+1) 6.(dy) +n(—1) 0_z(dy). (39)

Since

Knn(F)(@) = Knu(F)(@) = (n(1) = p(1)) fz) + (n(=1) = p(=1)) f(-x)

we clearly have

1K (F) = K (DI < 2 [ [n(h) = u(R)]
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with h(z) = 141)(z)(= 1 if x = 1 and 0 otherwise). One concludes that (K) holds with

Note also that (39) can also be rewritten as

Kofandy) = [ alde!) Ko ((a.a').dy)
where K, ((z,2"),dy) is the transition probability kernel from E? into E defined by

K, ((z,2"),dy) = 640 (dy).

Therefore, the corresponding limiting measure-valued process (4) can be formulated in terms of
a discrete-time Boltzmann’s equation

nn(f) = nnfllcn,nn_l(f)
- / M1 (d2) mo1 (d2') Ko (2, 2"), dy) (y)
ExFE

= (-1 @ Mn-1, K, (f)).

4 Feynman-Kac formulas

4.1 Description of Models, Statement of Some Results

Throughout this section {7, , n € N} denotes the flow of Feynman-Kac distributions defined in
(10). In this framework the one step mappings {®,,, n > 1} are defined by (11). The Markov
transitions {KCp,,n € Mi(E),n > 1} denote any transition probability kernel satisfying the
regularity condition (K) presented in section 3 and such that for any n and n

Dy (1) = k-

A more detailed and precise description of the two N-IPS models corresponding to (1) and
(6) can be found in section 5. The precise description of the variance in the forthcoming
central limit theorems is related to the dynamics structure of the flows of the un-normalized
and normalized measures {7, ; n € N} and {n,; n € N}. Next, we describe the corresponding
evolution semi-groups (more details can be found in [5]).

The Markov property in (10) also gives

Yo(f) = Wn-1(Qnf) with Qnf(z) = gn-1(z) (Puf)(z).

Therefore, if we set for any 0 <p <n

Qp,n = Qp+1Qp+2 cee Qn

with convention @, , = Id, we also have
Yn = 'Ypr,n-

17



It is also convenient to introduce the “normalized” semigroup {@p,n ; 0 < p < n} given for any
0<p<nand fe€B,(E) by
Qpnf

& p(@pnl)
On the basis of the definition of the distributions {n,,7, ; n € N} we have that

_ 'Yn(gn) o 'YnJrl(l)

Therefore, for any f € B,(E) and n € N

n—1
W(f) =m@) ma(f)  with (1) =] o) (40)
p=0

(with the convention [, = 1). Taking in consideration the above formula the natural particle
approximating measures 72 and 2 for the “normalized” and “unnormalized” distributions 7,
and v, is simply given by

N n—1
1 .
M= 2. O and W (f) = W)y (f) with (1) =[] 5 (9).
=1 p=0
One of the main tool for the analysis of the asymptotic behavior is the R?-valued F-martingales

defined by

n

MT(ZN)(f) = Z [n;;v(fp)_q)p(ngjav—l)(fp)] (41)
p=0
1 n N . .

with convention Ko ¢ ) = Po(nY;) = no and where f : (p,z) e NX E fy(x) € R?, d > 1, is
a bounded measurable function. Indeed, in accordance with the definition of the unnormalized
measure 7 and the semi-group Qp,n we have the decomposition

,‘Y’iLV(f) —m(f) = Z [FYIJ;V(Qp,nf) - P)év—l(Qpr,nf)]
p=0
= 2 WO [ Quanf) = @ ) Q)] (42)
p=0
for any n € Nand f = (f',..., f%) € B,(E)¢, d > 1, and with convention v"¥;Qy = 7o = 1o and
q’O("?ﬂ) = To-

For any R?-valued function f = (f',...,f%), f* € By(E), 1 < u < d, and for any
integral operator K on E and p € M;(E) we write

WK () S (WK (), K (1)
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and K[(f' — KfY)(f? — K f?)] for the function on E defined by

z e K[ (f' = (Kf)(@)) (f* = (K f)(2)) )(2).
Comparing (40), (41), and (42), one finds that the R?-valued process

Wi () =3 (f)=w(f) 0<p<n (43)
is an F-martingale (transform) such that, for any 1 <wu,v <dand 0 <p<n

(W2 (F), W (f))p

p
- %Z (75(1))2 77(1]\[—1’Cq7né\’_1 ( [Qq,nfu - ICq,néV_qu,nfu] (44)
q=0

X |:Qq,nfv - quév_qu’”fv} ) '

Many asymptotic convergence results including L,-rates and exponential estimates and fluc-
tuations can be profitably studied in terms of the above F-martingale. We do not give
all details since the results are essentially the same as those exposed in [5] for the case
Knp(Tn-1,dzy) = ®p(n)(dzy). To give a flavor, we notice that (44) clearly implies that for
any f € By(F) and n € N

E(v () =w(f) and  E([y (f) = m())]?) < 112 (45)

for some finite constant ¢(n) which only depends on the time parameter n. Since

N _ ’Yév(f)
and
T (1) oY)
) (D =m() = 2y f = ()
_ oo~ 1 _

we also have that
N(1
W) =) = 0 () =m0 = 2 02 (5 (7 = )
Thus, by the first part of (45) we have

E(ny (f)) = ma(f) =

B —m (D)~ ).

Therefore, using Cauchy-Schwartz inequality and the second part of (45) one gets

c(n)
B (1) - m(5)] < U2 g

for some finite constant c¢(n) whose values only depends on the time parameter n. As a direct
consequence one concludes that
c(n)

[Law(€h) = ml < S5
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4.2 Central Limit Theorem

One way to obtain fluctuations is as weak limit of well chosen martingales. We will use the
following technical lemma.

Lemma 4.1 For any bounded measurable function f : (p,x) € N x E + fy(z) € RY, d > 1

the R -valued, F" -martingale {~/N MT(LN)(f) ; n € N} defined in (41) converges in law to an
R? -valued Gaussian martingale {M,(f) ; n € N} such that for any 1 < u,v <d andn € N

(M(f"),M an Koppr (£ = Kopmy o (F2) (FY = Kyt (£1))) - (46)

Proof: The proof is essentially the same as the proof of Lemma 2.16 p. 42 in [5]. We give its
outline for the convenience of the reader. To use the central limit theorem for triangular arrays
of R?-valued random variables (Theorem 3.33, p. 437 in [8]) we first rewrite the martingale

VN Mq(zN)( f) in the following form

N n 1 ;
R M= 3y 5 () K (G )

with convention Ky~ = 7. If we denote by [a] the integer part of @ € R and {a} = a — [a] this
yields

VE MM = S UM,
where for any 1 <k < (n+1)N,
U ) = = (&) =Ky U(6)
with 7 = N{%} and p = [%] so that k = pN + i and for any 1 < u,v <d
]E(Uév(f“)UéV 17) WV 1)
1 u u % v v % 1
=~ K (5 = Ky &) (£ = Ky ED(E-D)] (€-0)-

Here, we let fév be the o-algebra generated by the random variables 5{; for any pair-index (7, p)
such that pN + 5 < k. Since {%} = [t] one gets that for any 1 <wu,v < d and t € Ry

[Nt]+N

> E@MUEG 1AL
k=1
= C[JL}}[ (fu,fv) + % (C[Jg}f+1 (fu,fv) _ C[Jg}f (fu’fv)>
where,

CT]LV(fu,fv):Z m(&p— 1) ((fu pngflfg)(f;_lcpv”gflf;))'
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This implies that for any 1 < wu,v <d

[Nt]+N
Jim ; E (U (MUY ()| FL)) = Culs, )
in probability with
Von >0, w () Z Mp-1Kpmps (3 = Kpimpoi 5 ) (Fp = Kpyi 7))
and
VieRy,  G(f"f") = Cy(f* ") +{t} (Crgsa (f* 1) = Cy (f* 1)) -
Since ||[UN(f)]| < \ﬁHf || for any 1 < k < [Nt] + N, the conditional Linderberg condition is

clearly satisfied and therefore one concludes that the R?-valued martingale

[Nt]+N

xNHE S v

k=1

converges in law to a continuous Gaussian martingale {X;(f) ; ¢ € Ry} such that, for any
1 <u,v<d

VieRy,  (X(f), X)) = GUF).
Recalling that X ( )=+VN M ( ) the proof of the lemma is completed. ]
Arguing as in [5], one can check that the F-martingale {v/ NW,) N(f); 0 <p<mn} converges

in law to an R?-valued and Gaussian martingale {W,),(f) ; 0 < p < n} such that for any
1<u,v<dand 0<p<n

W2a(f")s W2a(f)p
p
= Z 73(1) nq—llcq,nqA ( [Qq,nfu - Icq,nqq Qq,nfu] [Qq,nfv - Icq,nqq Qq,nfy] ) :
q=0

Observing that

N (1) N

W) = () = o (7= i)
T (1) Yn(1)

and limy o0 7 (1) /72 (1) = 1, in probability, we prove the following central limit theorem.

Theorem 4.2 For any time n € N, the sequence of random fields

WIN(f) = VN (9 (f) = (f)) » resp. WIN(f) =V N (0} (f) — m(f))
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with f € By(F), converges in law as N — 0o, in the sense of convergence of finite dimensional
distributions, to a centered Gaussian field Wy, resp. W,!, satisfying for any f, f' € By(F)

E (Wi (/)W (f)

= Z ’Yg(l) Np—1Kpm, 1 ( [Qp,nf - ’Cpmp—lmef] [Qp,nf/ - ’Cpmp—lmefl] )
p=0

and
1

Yn(1)

WA =W (5 = ml).

Recalling that

_ Yp(Qpn(1)) o (1)
np(Qp,n(l)) - Vp(l) - ’Yp(l) 9

we notice that

(1) = def. ~
(D) Qpn(f =1 (f)) = Qpulf —ma(f)) = Qpu()).

Therefore, the variance of the random field {W,/(f); g = f € Bp(F)} can also be described for
any test functions f and f’ as follows

E(Wy (f)Wi (1))

. i i i i (47)
= 3 1y 1Kpmyes (@on() = Ky @oin (1] 1@ () = Ky 1 Qpn(71)]) -

5 Variance comparison

To ease the notation, we define m(z) = + Zf;l 8y for # € EN. We now compare now the
asymptotic behavior of the N-IPS approximating model associated to the choices

~

1) Kny(u,.) =®,(n) and 2) K, = Kno,

where ®,, and Iy, ,, are defined in (11) and (12). From their definition it becomes clear that the
one step transition of the corresponding N-IPS is decomposed into two mechanisms

Selection Mutation

fn Xn §n+1

e In the first case the selection transition £, — X, consists in sampling randomly N

variables X, = (X L,..., X ) with common law

N

CE) = 9nl€n) 5
o (mE) =3 B o (1)

and during the mutation stage each particle evolves randomly according to the transition
probability kernel P,,41. In other words, for each 1 < ¢ < N, ¢ fz 41 is a random variable

with law P,11(X 1, .).
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e In the second case the selection stage consists in sampling for each 1 < i < N a random
variable X ¢ with distribution

. 1 1
S > t) = ————— 05y 1———— | U,(m(&))-
nm@) &) = f"+< m<sn><gn>> (&)

In words, with probability 1/ @(En)(gn)i the i-th particle does not move, so that X L= Ail,
and with probability 1—1/m(&,)(gn), X & is sampled according to the discrete distribution

- ~ N £ly —
Fum(@) =Y e (19)

We remark that in both cases (13) we have

B (m(X0)(£)Fn) = Cn(ml€)(f) = m(€) Snmien ()

Note also that in the first situation and given &,,, ‘the N-tuple X, = (XL ..., XN) consists in
N independent random variables with law ¥,,(m(¢,,)) so that

2 (X))~ TalmENN)’ 1F) = v Talm(@) (7~ TalmE))) . (50)

In the second situation (and given En) each particle X i,1<i < N,is selected with distribution

Sn’m(gn)( ¢ .) so that

B ( (R0 = Wan@)D) 1) = 5 mES, ey (7~ Sumen)) - 6D

In both cases (50) and (51) we have the “local” Ly-estimate

E((m(X)(f) = Balm(&) (1) 1) < <= 11|

Therefore, one concludes that the resulting N-IPS models also fit into the model framework
considered in [2].

For comparison, we notice that the selection distribution (48) can be formulated as

- 1 — 1 - _
o (m(Ey)) = i mlE) + (1 TSI, (gn)) B, (m(E,)).

Hence, in the first case a (Ny,, 1/m(€,,)(gn))—binomial number N/ (< N) of particles are sampled
randomly according to the empirical measure m(£,,) and N — N/, particles are chosen randomly
with distribution (49). In contrast, in the second case, a binomial number N}, of particles with
parameter 1/m(&,)(g,) remain in the same location and again N — N/, particles are chosen
randomly with distribution (49). In the second situation the closer function g, is to the con-
stant function 1 the more likely particles don’t move (during selection) and remain in the same
sites. Conversely, in the first case, particles are sampled randomly and uniformly in the current

23



population when g, is 1.

To explain in mathematical terms this excess of randomness in the first case, we look at a com-
parison between the fluctuation variances. We finish this subsection with an example where this
excess randomness induces a degenerate variance with respect to the time parameter. In essence
our comparison is based on the formula

nK([f =K (f)?) = nK([f — K()P) +n([K(f) - nK(f)]*) (52)

that is valid for any distribution n € M;(E), any test function f € By(EF) and any Markov
transition K. To highlight the connections between (52) and the “local” variances (50) and (51)
we notice that R R

Ky =Snn=1Kny =15, =Yn(n)

so that (52) here takes the form
() ([f =) (NP = 1Snullf = Snu(HIP) + 1([Snpu(F) = Cn (i) (N)I)
1S u([f = S (F)I?).

In words, the “local” Lp-mean error bound (51) is not more than the one in (50).

v

Let us write @,(f), respectively o,(f), for the fluctuation variance (47) for the N-IPS
corresponding to the choice Ky, , = ®,,(7), respectively IC,, ,,, namely

5alf) = Y @plnp1) ([Qpn(F) = @plp 1) (@pn(F))?)
p=0

Gl) = D 1 Kps (1Qnn(f) = Ky (Quin (1))

p=0

with conventions ®o(n-1) = 1-1Koy_, = Ko,_, = n0. Using formula (52), one can check that

an(f) =on(f) + Z Tp—1 ([Kp,np—l((?p,n(f)) - Up*llcp,np—l(ép,n(f))F) .
p=1

In practice the excess of randomness in the first N-IPS approximating model becomes disastrous
when the functions {g,, n € N} are “nearly” constant which corresponds to the case of high
observation noise in nonlinear filtering problems. This difference between these two algorithms
can be seen by considering the degenerate situation where the functions g, equals to the unit
function 1 and K, ;, = K, does not depend on 7. In this case, we clearly have

ap,n =Qpn=Kpi1...K, and n,=n,1K,

from which one concludes that

with



and convention Ky = 7n9. In the degenerate situation where K, = Id, for any n > 1 we have
nn, = 1Mo and
on(f) = (n+1)3u(f) and Gu(f) = no((f —m0(f))?).
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