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#### Abstract

In this paper, we introduce a functional nonlinear mixed effects modeling framework designed to quantify the random, nonlinear relationship between individual spatiotemporal functional trajectories and longitudinal responses. Our proposed framework accounts for within-individual variability through a spatiotemporal process. We detail an estimation method for determining fixed and random effect functions and spatiotemporal covariance operators and establish their asymptotic properties, including uniform consistency and weak convergence. We also develop global linear hypothesis tests and bootstrap-based simultaneous confidence bands for fixed effect functions. To assess the finite-sample performance of our method, we perform a numerical analysis using both simulated and real-world datasets. Our results demonstrate that the proposed model class is significantly more flexible and effective in detecting functional fixed effects compared to existing nonlinear mixed effects models. We apply our approach to an autism research database to investigate the impact of age and spatial dynamics on fractional anisotropy along the corpus callosum white matter fiber skeleton.
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## 1. Introduction

There is a growing need for analyzing extensive, curated longitudinal data obtained from large-scale neuroimaging studies $[2,36,45,38,43]$, such as the Alzheimer's Disease Neuroimaging Initiative [27], the Baby Connectome project [16], the Adolescent Brain Cognitive Development Study [5], and the National Database for Autism Research [15]. Gaining insights into the correlations between clinical covariates, changes in brain function across spatial locations and time, and the progression of neurodegenerative and neuropsychiatric diseases will contribute to enhanced diagnostic and treatment methods for these conditions [19, 9, 30]. Furthermore, there is considerable interest in utilizing longitudinal neuroimaging data to accurately depict the changes and development of brain cortical and subcortical structures (e.g., hippocampus) over time and among different groups [2, 22]. Developing and implementing innovative statistical methods for such data is a critical prerequisite for advancing our understanding of these complex relationships.

To formalize this setting, let's consider longitudinal functional data from $n$ different subjects. Typically, these data are either observed or registered to a large number of locations in a common compact set $\mathcal{S}$, across multiple time points $\left\{t_{i, j}: i=1, \ldots, n ; j=1, \ldots, n_{i}\right\}$, where $n_{i}$ represents the total number of longitudinal measurements for the $i$ th subject and $t_{i, j}$ denotes the $j$ th measurement time point for the $i$ th subject. This dataset consists of observed time-varying clinical variables $x_{i, j}=x\left(t_{i, j}\right) \in \mathbb{R}^{q}$ and longitudinal functional responses $y_{i, j}\left(s_{m}\right)=y\left(t_{i j}, s_{m}\right)$, with grid points $s_{m}$ in $\mathcal{S}$. Throughout this paper, functional data are measured densely on $\mathcal{S}$ and we focus on a fixed number of time points with sparse longitudinal data across the set $\left\{t_{i, j}: i=1, \ldots, n ; j=\right.$ $\left.1, \ldots, n_{i}\right\}$, that is, $\max _{i \leq n} n_{i}<n_{0}<\infty$. Spatial and temporal correlation refers to correlations across $s$ and $t$, respectively. For simplicity in notation, we assume that $\mathcal{S}=[0,1]$ and $\mathcal{S}_{0}=\left\{s_{m}: 0=s_{1}<\ldots<s_{M}=1\right\} \subset \mathcal{S}=[0,1]$. Our results can be readily extended to two and three dimensions.

In many situations, fitting nonlinear models becomes particularly challenging, as their applications inherently encompass more intricate patterns of change $[21,3]$. Considering the intricacies inherent in certain longitudinal data, articulating a growth model that precisely captures the longitudinal process can be demanding. While a quadratic growth model might provide a decent approximation for some nonlinear changes, it might falter in representing processes that stabilize over time. In such cases, an exponential growth function could provide a more accurate depiction of the process. As data complexity increases, there's a foreseeable need for more sophisticated models. For example, the double exponential function is commonly used to model human population growth [35]; The three-parameter logistic function is well employed to describe the S-shaped pattern that is observed in the growth curve of soybean data [8]; The Gompertz function has been used to characterize longitudinal white matter development during early childhood [9, 19]. Indeed, nonlinear models often require fewer parameters than competing linear models, such as a polynomial, leading to a more parsimonious description of the data. We refer to [28] for more comprehensive
applications on nonlinear mixed effects functions.
In this paper, we develop a functional nonlinear mixed effects modeling framework to elucidate dynamic changes in longitudinal functional data and to characterize spatiotemporal variation and nonlinear associations with other covariates of interest. Specifically, we consider the class of functional nonlinear random effects models of the form:

$$
\begin{equation*}
y_{i, j}(s)=f\left(\phi_{i}(s), x_{i, j}\right)+\varepsilon_{i, j}(s)=f\left(\beta(s)+b_{i}(s), x_{i, j}\right)+\varepsilon_{i, j}(s) \tag{1}
\end{equation*}
$$

where $f: \mathbb{R}^{p} \times \mathbb{R}^{q} \rightarrow \mathbb{R}$ is a differentiable link function encompassing various forms such as exponential, logistic, double exponential functions, among others, $\phi_{i}: \mathcal{S} \rightarrow \mathbb{R}^{p}$ is a vector of random functions, and $\varepsilon_{i, j}: \mathcal{S} \rightarrow \mathbb{R}$ is a random error term. In particular, when $f$ takes an identical link function, the model (1) simplifies to the functional linear mixed effects models as described by [41]. We further specify $\phi_{i}(s)=\beta(s)+b_{i}(s)$, where $\beta(s)=\left(\beta_{1}(s), \ldots, \beta_{p}(s)\right)^{\top}$ and $b_{i}=\left(b_{i, 1}(s), \ldots, b_{i, p}(s)\right)^{\top}$ are $p \times 1$ vectors of fixed and random effect functions, respectively. The $b_{i}(s)$ and $\varepsilon_{i, j}$ are assumed to be independent and identical copies of $G\left(0, \Sigma^{b}\right)$ and $G\left(0, \Sigma^{\varepsilon}\right)$, respectively, where $G(\mu, \Sigma)$ denotes a Gaussian process with mean function $\mu: \mathcal{S} \rightarrow \mathbb{R}$ and covariance function $\Sigma: \mathcal{S} \times \mathcal{S} \rightarrow \mathbb{R}$. Furthermore, we assume $\Sigma^{\varepsilon}\left(s, s^{\prime}\right)=1\left(s=s^{\prime}\right) \sigma_{\varepsilon}^{2}(s)$ and express the covariance matrix of $\left(\Sigma^{b}\right)(s, s)$ in the form of a relative precision factor, $\Delta(s)$, which is any matrix that satisfies $\left(\Sigma^{b}\right)^{-1}(s, s)=\sigma^{-2}(s) \Delta(s)^{\top} \Delta(s)$.

Model (1) can be viewed as a novel extension of numerous popular nonlinear random effects models [4, 24]. Like most other functional mixed effects models $[6,45,13,26,14]$, the proposed model includes both fixed and random effect functions. The former characterizes varying associations between the longitudinal functional response and covariates of interest, while the latter captures medium-to-long-range spatiotemporal covariance and short-range covariance structures associated with certain repeated experimental factor levels. The concept of functional mixed effects models for correlated functional data was first introduced in [14]. Following this, [26] and subsequent work have expanded upon general functional mixed effects models with multiple levels of random effect functions as well as curve-to-curve deviations. Recently, several functional mixed effects modeling methods for longitudinal functional data have been developed; see $[25,41,7]$. To the best of our knowledge, little work has been done on the theoretical properties of statistical estimators or related inference procedures for this class of nonlinear models.

In this paper, we develop the functional nonlinear mixed effects models and related tools for statistical inference mentioned above. Unlike most existing approaches, the model (1) and the framework proposed in this paper allow both random and fixed effect functions to enter in a nonlinear fashion. This setup is motivated by real-world data analytic needs: nonlinear link functions are relevant to many disciplines such as forestry, agriculture, ecology, biomedicine, and pharmacokinetics [18, 32, 24], and are commonly applied to the analysis of nonlinear growth data [19, 9, 30]. Our main contributions can be summarized in three aspects. First, our proposed model offers greater flexibility by including
a nonlinear link function, which results in higher statistical power in detecting fixed effect significance based on the proposed global hypothesis test. Second, our formulation explicitly incorporates spatial smoothness into the estimators for the fixed effect functions and spatiotemporal covariance operators, allowing for a more accurate representation of the underlying data structure. Third, we comprehensively establish the theoretical properties of the proposed estimators, including the weak convergence of the functional fixed effect estimator, the uniform convergence rate of the estimator for the spatiotemporal covariance operator, the asymptotic distribution of the test statistic in the proposed global linear hypothesis test of fixed effect significance, and an asymptotic simultaneous confidence band for each fixed effect.

The rest of this paper is organized as follows. In Section 2, we present the proposed estimation and inference procedures. In Section 3, we study the asymptotic properties of the proposed estimators and the test statistic. We evaluate the performance of the proposed procedure through extensive simulation studies in Section 4.1 and a real data application in Section 4.2. Technical details are deferred to the Appendix.

## 2. Methodology

### 2.1. Estimation procedure

Our estimation procedure for model (1) consists of three key steps.

- First, starting from consistent point estimators $\hat{\beta}\left(s_{m}\right)$ of $\beta\left(s_{m}\right)$ for each $s_{m} \in \mathcal{S}_{0}$, we construct a consistent functional estimator $\widetilde{\beta}(s)$ for the fixed effect function $\beta(s)$.
- Second, estimate the individual random-effect functions $b_{i}(s)$.
- Third, obtain estimates of the covariance operators for each component and their spectral decompositions.

Each of these three steps is explained in detail below.
In the first step, we estimate the fixed-effect functions in $\beta(s)$ at each observed spatial grid point using a consistent estimator. For each $s_{m} \in \mathcal{S}_{0}$, model (1) is the nonlinear mixed effects model $y_{i, j}\left(s_{m}\right)=f\left(\beta\left(s_{m}\right)+b_{i}\left(s_{m}\right), x_{i, j}\right)+\varepsilon_{i, j}\left(s_{m}\right)$, where $b_{i}\left(s_{m}\right) \sim N\left(0, \Sigma^{b}\left(s_{m}, s_{m}\right)\right)$ and $\varepsilon_{i, j}\left(s_{m}\right) \sim N\left(0, \sigma_{\epsilon}^{2}\left(s_{m}\right)\right)$. In this step, we use the maximum likelihood estimator $\hat{\beta}\left(s_{m}\right)$ for $\beta\left(s_{m}\right)$. Alternatively, one may consider other consistent estimators such as the two-stage or Lindstrom-Bates estimators $[24,10]$.

Assuming certain smoothness restrictions on $\beta(s)$, given as Assumption 8 in Section 3 , we calculate a kernel density estimator of $\beta(s)$ using the collection of point estimators $\left\{\hat{\beta}\left(s_{m}\right): s_{m} \in \mathcal{S}_{0}\right\}$. Specifically, given a normalized kernel function $\widetilde{K}_{h}$ with bandwidth parameter $h$, the kernel density estimator of $\beta(s)$ is $\tilde{\beta}(s)=\tilde{\beta}\left(s, h_{1}\right)=\sum_{m=1}^{M} \widetilde{K}_{h_{1}}\left(s_{m}-s\right) \hat{\beta}\left(s_{m}\right)$ for any $s \in \mathcal{S}$ [37]. The bandwidth parameter $h_{1}$ can be set via leave-one-out cross validation as a minimizer of $\operatorname{CV}\left(h_{1}\right)=\sum_{m=1}^{M}\left\|\hat{\beta}\left(s_{m}\right)-\tilde{\beta}^{(-m)}\left(s_{m}, h_{1}\right)\right\|^{2} / M$ over $h_{1}$, where $\|\cdot\|^{2}$ denotes the
$l_{2}$ norm and $\tilde{\beta}^{\left(-m_{0}\right)}\left(s_{m_{0}}, h_{1}\right)$ is the kernel density estimator, after the exclusion of the $m=m_{0}$ term, evaluated at $s=s_{m_{0}}$.

In the second step, we employ a local linear smoother [12] to estimate the individual $b_{i}(s)$ values. The Taylor expansion of $b_{i}\left(s_{m}\right)$ around $s$ gives us the approximation $b_{i}\left(s_{m}\right) \approx b_{i}(s)+\dot{b}_{i}(s)\left(s_{m}-s\right)=B_{i}(s) Z\left(s_{m}-s\right)$, where $Z\left(s_{m}-s\right)=$ $\left(1, s_{m}-s\right)^{\top} \in \mathbb{R}^{2}$ and $B_{i}(s)=\left(b_{i}(s), \dot{b}_{i}(s)\right) \in \mathbb{R}^{p \times 2}$ with $\dot{b}_{i}(s)=\left(\dot{b}_{i, 1}(s), \ldots\right.$, $\left.\dot{b}_{i, p}(s)\right)^{\top}$, and $\dot{b}_{i, l}(s)=\partial b_{i, l}(s) / \partial s$ for $l=1, \ldots, p$. To estimate $B_{i}(s)$ for each $i=1, \ldots, n$ and a given $s$, we minimize the weighted nonlinear least squares objective function [42]

$$
\begin{aligned}
& S_{M}\left(B_{i}(s)\right) \\
= & \sum_{j=1}^{n_{i}} \sum_{m=1}^{M}\left\{y_{i, j}\left(s_{m}\right)-f\left(\hat{\beta}\left(s_{m}\right)+B_{i}(s) Z\left(s_{m}-s\right), x_{i, j}\right)\right\}^{2} \widetilde{K}_{h_{2}}\left(s_{m}-s\right)
\end{aligned}
$$

over $B_{i}(s)$. To find the minimizer $\widehat{B}_{i}(s)=\left(\hat{b}_{i}(s), \hat{\dot{b}}_{i}(s)\right)$, we propose an iterative procedure.

Define $a^{\otimes}=a a^{\top}$ for any vector $a$ and let $C \otimes D$ denote the Kronecker product of two matrices $C$ and $D$. For a matrix $C$ of size $M_{1} \times M_{2}$, we use $\operatorname{vec}(\mathrm{C})$ to denote its vectorization, which is a vector of size $M_{1} M_{2}$ with elements $\left(c_{1,1}, \ldots, c_{M_{1}, 1}, c_{2,1} \ldots, c_{1, M_{2}}, \ldots, c_{M_{1}, M_{2}}\right)^{\top}$. Given a current estimate $B_{i}(s)^{(r)}$ of $B_{i}(s)$, we further define $W_{i, j}\left(s_{m}\right)^{(r)}$ as

$$
y_{i, j}\left(s_{m}\right)-f\left(\hat{\beta}\left(s_{m}\right)+B_{i}(s)^{(r)} Z\left(s_{m}-s\right), x_{i, j}\right)+A_{i, j}\left(B_{i}(s)^{(r)}\right)^{\top} \operatorname{vec}\left(B_{i}(s)^{(r)}\right)
$$

where $A_{i, j}\left(B_{i}(s)\right)=\partial f\left(\hat{\beta}\left(s_{m}\right)+B_{i}(s) Z\left(s_{m}-s\right), x_{i, j}\right) / \partial \mathrm{vec}\left(B_{i}(s)\right)$. An updated estimate $B_{i}(s)^{(r+1)}$ can be obtained as the minimizer of

$$
\sum_{j=1}^{n_{i}} \sum_{m=1}^{M}\left\{W_{i, j}\left(s_{m}\right)^{(r)}-A_{i, j}\left(B_{i}(s)^{(r)}\right)^{\top} \operatorname{vec}\left(B_{i}(s)\right)\right\}^{2} \widetilde{K}_{h_{2}}\left(s_{m}-s\right)
$$

over $B_{i}(s)$. The bandwidth parameter $h_{2}$ can be determined through crossvalidation. An estimate of $b_{i}(s)$, as the first column of $B_{i}^{(r+1)}(s)$, is given by $b_{i}(s)^{(r+1)}=\widehat{B}_{i}(s)^{(r+1)}(1,0)^{\top}$. The sequence $b_{i}(s)^{(r)}$ converges to $\hat{b}_{i}(s)$ as $r \rightarrow$ $\infty$.

In the third step, we estimate the covariance operator $\Sigma^{b}$ using an empirical estimator with $\widehat{\Sigma}^{b}\left(s, s^{\prime}\right)=\left(\widehat{\Sigma}_{l, l^{\prime}}^{b}\left(s, s^{\prime}\right)\right)_{l, l^{\prime}}=N^{-1} \sum_{i=1}^{n} n_{i} \hat{b}_{i}(s) \hat{b}_{i}\left(s^{\prime}\right)^{\top}$, where $N=\sum_{i=1}^{n} n_{i}$. Asymptotic properties of the estimators in the second and third steps rely on a Karhunen-Loeve expansion for $\Sigma^{b}$, presented in Section 3.

Remark 2.1. To extend our estimation procedure from $\mathcal{S}=[0,1]$ to a twodimensional compact set $\Omega$ in $\mathbb{R}^{2}$, model (1) has the following formula:

$$
y_{i, j}(\tilde{\boldsymbol{s}})=f\left(\phi_{i}(\tilde{\boldsymbol{s}}), x_{i, j}\right)+\varepsilon_{i, j}(\tilde{\boldsymbol{s}})=f\left(\beta(\tilde{\boldsymbol{s}})+b_{i}(\tilde{\boldsymbol{s}}), x_{i, j}\right)+\varepsilon_{i, j}(\tilde{\boldsymbol{s}})
$$

where $\tilde{s}=\left(\tilde{s}_{1}, \tilde{s}_{2}\right)^{\top}$ denotes a point in $\Omega$. For this model, we only need to modify the above first and second estimation steps by changing $\dot{b}_{i}(s)$ and $s-s_{m}$ into
$2 \times 1$ vectors. Except this, we can also adopt some existing works to approximate the functions $\beta(\tilde{\boldsymbol{s}})$ and $b_{i}(\tilde{\boldsymbol{s}})$ by splines which are piecewise polynomial bivariate functions over a two-dimensional triangulated domain; see [23].

### 2.2. Inference procedure

We next propose an inference procedure consisting of four steps as follows. We define $\hat{f}_{i, j}(s)=f\left(\hat{\beta}(s)+\hat{b}_{i}(s), x_{i, j}\right), \widehat{X}_{i, j}(s)=\partial \hat{f}_{i, j}(s) / \partial \hat{\beta}(s)$, and $\widehat{Z}_{i, j}(s)=$ $\partial \hat{f}_{i, j}(s) / \partial \hat{b}_{i}(s)$.

Step (I) is to approximate model (1) as follows:
$y_{i, j}\left(s_{m}\right) \approx$
$\hat{f}_{i, j}\left(s_{m}\right)+\widehat{X}_{i, j}\left(s_{m}\right)^{\top}\left\{\beta\left(s_{m}\right)-\hat{\beta}\left(s_{m}\right)\right\}+\widehat{Z}_{i, j}\left(s_{m}\right)^{\top}\left\{b_{i}\left(s_{m}\right)-\hat{b}_{i}\left(s_{m}\right)\right\}+\varepsilon_{i, j}\left(s_{m}\right)$.
Thus, let $\widehat{\omega}_{i, j}(s)=y_{i, j}(s)-\hat{f}_{i, j}(s)+\widehat{X}_{i, j}(s)^{\top} \hat{\beta}(s)+\widehat{Z}_{i, j}(s)^{\top} \hat{b}_{i}(s)$, we have

$$
\begin{equation*}
\widehat{\omega}_{i}\left(s_{m}\right)=\left(\widehat{\omega}_{i, 1}\left(s_{m}\right), \ldots, \widehat{\omega}_{i, n_{i}}\left(s_{m}\right)\right)^{\top}=\widehat{X}_{i}\left(s_{m}\right) \beta\left(s_{m}\right)+e_{i}\left(s_{m}\right) \tag{2}
\end{equation*}
$$

where $e_{i}\left(s_{m}\right)=\left(\widehat{Z}_{i, j}\left(s_{m}\right)^{\top} b_{i}\left(s_{m}\right)+\varepsilon_{i, 1}\left(s_{m}\right), \ldots, \widehat{Z}_{i, j}\left(s_{m}\right)^{\top} b_{i}\left(s_{m}\right)+\varepsilon_{i, n_{i}}\left(s_{m}\right)\right)^{\top}$ and $\widehat{X}_{i}\left(s_{m}\right)=\left(\widehat{X}_{i, 1}\left(s_{m}\right), \ldots, \widehat{X}_{i, n_{i}}\left(s_{m}\right)\right)^{\top}$. Furthermore, $e_{i}\left(s_{m}\right)$ can be approximated as a $N\left(0, \Sigma_{i}\left(s_{m}\right)\right)$ distribution with $\Sigma_{i}(s)=\sigma_{\varepsilon}^{2}(s) I_{n_{i}}+\widehat{Z}_{i}(s) \Sigma^{b}(s, s)$ $\widehat{Z}_{i}(s)^{\top}$ for $s \in \mathcal{S}$, in which $\widehat{Z}_{i}\left(s_{m}\right)=\left(\widehat{Z}_{i, 1}\left(s_{m}\right), \ldots, \widehat{Z}_{i, n_{i}}\left(s_{m}\right)\right)^{\top}$.

Step (II) is to develop a global test statistic, denoted as $S_{N}$, for the global linear hypotheses
$H_{0}: R \beta(s)=b_{0}(s)$ for all $s \in \mathcal{S}$ versus $H_{1}: R \beta(s) \neq b_{0}(s)$ for some $s \in \mathcal{S}$,
where $R \in \mathbb{R}^{p_{0} \times p}$ has rank $p_{0}$, and $b_{0}: S \rightarrow \mathbb{R}^{p_{0}}$. We first use $d(s)=R[\widetilde{\beta}(s)-$ $\operatorname{BIAS}\{\widetilde{\beta}(s)\}]-b_{0}(s)$ to approximate $R \beta(s)-b_{0}(s)$. As shown in Section 3 , the bias term $\operatorname{BIAS}\{\widetilde{\beta}(s)\}$ can be approximated as $\left\{0.5 \ddot{\beta}(s)+\dot{\beta}(s) \dot{\pi}(s) \pi(s)^{-1}\right\} h_{1}^{2} \mu_{2}(K)$, where $\mu_{2}(K)=\int K(t) t^{2} d t$. Second, we approximate the covariance matrix of $\widetilde{\beta}(s)$ to be $\widehat{\Sigma}(s, s) \approx H_{N}(s)^{-1}\left\{\sum_{i=1}^{n} \widehat{S}_{i}(s)^{\top} \widehat{S}_{i}(s)\right\} H_{N}(s)^{-1}$, where $H_{N}(s)=$ $\sum_{i=1}^{n} \widehat{X}_{i}(s)^{\top} \Sigma_{i}(s)^{-1} \widehat{X}_{i}(s)$ and $\widehat{S}_{i}(s)=S_{i}(s, \hat{\beta}(s))=\widehat{X}_{i}(s)^{\top} \Sigma_{i}(s)^{-1}\left\{\widehat{\omega}_{i}(s)-\right.$ $\left.\widehat{X}_{i}(s) \hat{\beta}(s)\right\}$. Therefore, let $\pi_{m}=s_{m+1}-s_{m}$, the global test statistic $S_{N}$ can be approximated as

$$
\int_{0}^{1} d(s)^{\top}\left\{R \widehat{\Sigma}(s, s) R^{\top}\right\}^{-1} d(s) d s \approx \sum_{m=1}^{M-1} d\left(s_{m}\right)^{\top}\left\{R \widehat{\Sigma}\left(s_{m}, s_{m}\right) R^{\top}\right\}^{-1} d\left(s_{m}\right) \pi_{m}
$$

Step (III) is to propose a score-based bootstrap method to obtain the $p$-value for the proposed test [17]. The complicated form of the asymptotic distribution of $S_{N}$ makes it difficult to directly approximate the percentiles of $S_{N}$ under $H_{0}$. We proceed as follows. First, fit model (1) under $H_{0}$ and estimate $\hat{\beta}^{*}(s)$. For each $g=1, \ldots, G$, independently generate $\tau_{i}^{(g)} \sim N(0,1)$ and construct
$S_{i}^{*}\left(s_{m}\right)^{(g)}=\widehat{X}_{i}\left(s_{m}\right)^{\top} \Sigma_{i}\left(s_{m}\right)^{-1}\left\{\widehat{\omega}_{i}\left(s_{m}\right)-\widehat{X}_{i}\left(s_{m}\right) \hat{\beta}^{*}\left(s_{m}\right)\right\} \tau_{i}^{(g)}$ and $S_{i}\left(s_{m}\right)^{(g)}=$ $\widehat{X}_{i}\left(s_{m}\right)^{\top} \Sigma_{i}\left(s_{m}\right)^{-1}\left\{\widehat{\omega}_{i}\left(s_{m}\right)-\widehat{X}_{i}\left(s_{m}\right) \hat{\beta}\left(s_{m}\right)\right\} \tau_{i}^{(g)}$ for $i=1, \ldots, n$. Second, calculate $\widehat{\Sigma}\left(s_{m}, s_{m}\right)^{(g)}=H_{N}\left(s_{m}\right)^{-1}\left\{\sum_{i=1}^{n} S_{i}\left(s_{m}\right)^{(g) T} S_{i}\left(s_{m}\right)^{(g)}\right\} H_{N}\left(s_{m}\right)^{-1}$ and compute

$$
S_{N}^{(g)}=\sum_{m=1}^{M-1} \widetilde{S}\left(s_{m}\right)^{\top}\left\{R \widehat{\Sigma}\left(s_{m}, s_{m}\right)^{(g)} R^{\top}\right\}^{-1} \widetilde{S}\left(s_{m}\right) \pi_{m}
$$

yielding $\left\{S_{N}^{(g)}: g=1, \ldots, G\right\}$, where $\widetilde{S}\left(s_{m}\right)=R H_{N}\left(s_{m}\right)^{-1} \sum_{i=1}^{n} S_{i}^{*}\left(s_{m}\right)^{(g)}$. Finally, calculate the $p$-value for the proposed test as $p=G^{-1} \sum_{g=1}^{G} 1\left\{S_{N}^{(g)}>\right.$ $\left.S_{N}\right\}$ and reject the null hypothesis $H_{0}$ if $p$ is smaller than some given significance level $\alpha$.

Step (IV) is to construct a $100(1-\alpha) \%$ simultaneous confidence band for $\beta_{l}(s)$ such that $\operatorname{pr}\left(\widetilde{\beta}_{l}^{L, \alpha}(s)<\beta_{l}(s)<\widetilde{\beta}_{l}^{U, \alpha}(s)\right.$ for all $\left.s \in \mathcal{S}\right)=1-\alpha$, where $\widetilde{\beta}_{l}^{L, \alpha}$ and $\widetilde{\beta}_{l}^{U, \alpha}$ are lower and upper limit functions, respectively. Following the procedure of [42], we construct simultaneous confidence bands as

$$
\begin{equation*}
\left(\widetilde{\beta}_{l}(s)-\operatorname{BIAS}\left\{\widetilde{\beta}_{l}(s)\right\}-n^{-1 / 2} C_{l}(\alpha), \widetilde{\beta}_{l}(s)-\operatorname{BIAS}\left\{\widetilde{\beta}_{l}(s)\right\}+n^{-1 / 2} C_{l}(\alpha)\right) \tag{3}
\end{equation*}
$$

over $s$, where $C_{l}(\alpha)$ is approximated via wild bootstrap. More specifically, consider the stochastic process $G(s)^{(g)}=n^{1 / 2} \sum_{m=1}^{M} \widetilde{K}_{h_{1}}\left(s_{m}-s\right)\left\{H_{N}\left(s_{m}\right)^{-1} \sum_{i=1}^{n}\right.$ $\left.S_{i}\left(s_{m}\right) \tau_{i}^{(g)}\right\}$. The empirical $(1-\alpha)$-level quantile of $\sup _{s \in \mathcal{S}}\left|e_{l} G(s)^{(g)}\right|$ is an estimator of $C_{l}(\alpha)$, where $e_{l} \in \mathbb{R}^{p}$ has its $i$ th element equal to $1\{i=l\}$.

## 3. Asymptotic properties

To further explore the asymptotic properties of the proposed estimators and the test statistic $S_{N}$, we present some relevant notation and regularity assumptions. First, we consider the spectral decomposition of $\Sigma_{l, l}^{b}$ for $l=1, \ldots, p$ [29]. Assuming that $\Sigma_{l, l}^{b}$ is continuous on $\mathcal{S}^{2}$, and that $\Sigma_{l, l}^{b}$ admits a decomposition of the form $\Sigma_{l, l}^{b}\left(s, s^{\prime}\right)=\sum_{k=1}^{\infty} \lambda_{k, l} \psi_{k, l}(s) \psi_{k, l}\left(s^{\prime}\right)$, where $\left\{\left(\lambda_{k, l}, \psi_{k, l}(s)\right): k=1, \ldots\right\}$ is the set of ordered eigenvalue-eigenfunction pairs, i.e., $\lambda_{k, l} \geq \lambda_{k+1, l}$. By Mercer's theorem, the eigenfunctions form an orthonormal basis for the space of squareintegrable functions on $\mathcal{S}$. Consequently, $b_{i, l}$ admits the Karhunen-Loeve expansion $b_{i, l}(s)=\sum_{k=1}^{\infty} \xi_{i, k, l} \psi_{k, l}(s)$, where $\xi_{i, k, l}=\int_{0}^{1} b_{i, l}(s) \psi_{k, l}(s) d s$ is the $k$ th functional principal component score of $b_{i, l}$. For a fixed $i$, the scores $\left\{\xi_{i, k, l}\right\}_{k, l}$ are uncorrelated random variables with mean zero and variance $\lambda_{k, l}$.

Next, we define $\theta_{0}(s)=\left\{\beta(s), \sigma_{\epsilon}^{2}(s), \Sigma^{b}(s, s)\right\}$ and let $\theta(s)$ be the corresponding collection of estimates. We define $\Theta=\prod_{s \in \mathcal{S}} \mathcal{B}$ as the parameter space for $\theta(s)_{s \in \mathcal{S}}$, where $\mathcal{B}$ is a compact set in $\mathbb{R}^{d}$ with $d=\left(p^{2}+3 p+2\right) / 2$. We define $y_{i}=\left(y_{i, 1}, \ldots, y_{i, n_{i}}\right)^{\top}$ and let $P_{\theta}(i, s)=\operatorname{pr}\left(y_{i}(s) \mid x_{i}, \theta(s)\right)=\int P\left(y_{i}(s) \mid\right.$ $\left.x i, \beta(s), b_{i}(s), \sigma^{2}(s)\right) P\left(b_{i}(s) \mid \Delta(s)\right) d b_{i}(s)$ be the marginal density of $y_{i}(s)$ conditional on $x_{i}$. Similarly, we define $P_{\theta}(s)=\operatorname{pr}(y(s) \mid x, \theta(s))=\int P(y(s) \mid$
$\left.x, \beta(s), b(s), \sigma^{2}(s)\right) P(b(s) \mid \Delta(s)) d b(s)$. At each $s$, the model likelihood [28] can be expressed as

$$
\begin{aligned}
& L_{\theta(s)} \\
= & \frac{|\Delta(s)|^{n}}{\left\{2 \pi \sigma^{2}(s)\right\}^{(N+n q) / 2}} \prod_{i=1}^{n} \int \exp \left\{-\frac{\left\|y_{i}-f\left(\phi_{i}(s), x_{i}\right)\right\|^{2}+\left\|\Delta(s) b_{i}(s)\right\|^{2}}{2 \sigma^{2}(s)}\right\} d b_{i}(s) .
\end{aligned}
$$

We make the following assumptions to facilitate the technical details throughout the paper. The current set of assumptions simplifies the proof even though some of them might be weakened.
Assumption 3.1. For some $\kappa>4$ and for all $s_{m} \in \mathcal{S}_{0}, \sup _{s_{m} \in \mathcal{S}_{0}} E\left\{\left|\varepsilon_{i, j}\left(s_{m}\right)\right|^{\kappa}\right\}$ $<\infty$.
Assumption 3.2. The covariate vector $x_{i, j}=\left(x_{i, j, 1}, \ldots, x_{i, j, q}\right)^{\top} \in \mathbb{R}^{q}$ may or may not be time-dependent with $\left\|x_{i, j}\right\|_{\infty} \leq c_{0}<\infty$ for some universal positive constant $c_{0}$.
Assumption 3.3. For all $s \in \mathcal{S}$, suppose that $\theta_{0}(s) \in \mathcal{B}$ is the unique maximizer of $E\left\{\log P_{\theta}(s) \mid x, \theta(s)\right\}$, where the expectation is taken with respect to the true distribution of $y(s)$ given $x$.
Assumption 3.4. The set $\Theta$ is compact and, for all $s \in \mathcal{S}$ and $\theta(s) \in \mathcal{B}$, suppose that $\log \left\{P_{\theta}(s)\right\}$ is twice continuously differentiable on $\Theta$. For all $j, k=$ $1, \ldots, p, E\left\{\left|\partial_{j} \log \left\{P_{\theta}(s)\right\}\right|\right\}<\infty$ and $\log \left\{P_{\theta}(s)\right\},\left|\partial_{j} \log \left\{P_{\theta}(s)\right\}\right|$, and $\left|\partial_{j} \partial_{k} \log \left\{P_{\theta}(s)\right\}\right|$ are dominated by an integral function $G(y(s), x)$ such that $E\left\{\sup _{s \in \mathcal{S}}|G(y(s), x)|^{r}\right\}<\infty$ for some $r \geq 1$, where $\partial_{j}=\partial / \partial \theta_{j}(s)$.

Assumption 3.5. The set of grid points $\mathcal{S}_{0}$ is randomly generated from a density function $\pi(s)$ that is positive for all $s \in \mathcal{S}$ and has bounded support and a continuous second-order derivative.
Assumption 3.6. Assume that each component of the functions in the classes $\left\{I_{\beta(s)}^{-1} \partial \log P_{\theta}(s) / \partial \beta(s): s \in \mathcal{S}\right\}$ and $\left\{b(s) b(t)^{\top}:(s, t) \in \mathcal{S}^{2}\right\}$ is P-Donsker, where $I_{\beta(s)}$ denotes an information matrix.
Assumption 3.7. The kernel function $K$ is a continuous, symmetric, bounded density function with $[-1,1]$ as its support and $\int_{-1}^{1} K(\mu) d \mu=1, \int_{-1}^{1} \mu K(\mu) d \mu=$ 0 , and $\mu_{2}(K)=\int_{-1}^{1} \mu^{2} K(\mu) d \mu<\infty$.
Assumption 3.8. Each component of $\beta(s)$ has a finite, continuous secondorder derivative on $\mathcal{S}$.

Assumption 3.9. As both $M$ and $n$ tend to infinity, $\log M \leq n^{\nu}$ for some $0<\nu<1, h_{1} \rightarrow 0, h_{2} \rightarrow 0, M h_{1} \rightarrow \infty, M h_{2} \rightarrow \infty$, and $h_{1}^{-1}\left|\log h_{1}\right|^{1-2 / q_{1}} \leq$ $M^{1-2 / q_{1}}$, where $q_{1} \in(2,4)$.
Assumption 3.10. The link function $f$ satisfies $E\left\{\sup _{\theta \in \Theta}\left\|f^{\left(k_{1}\right)}\right\|_{2}\right\}<\infty$ for derivative orders $k_{1}=1,2$, where $f^{\left(k_{1}\right)}(\phi, x)=\partial^{k_{1}} f(\phi, x) / \partial \phi^{k_{1}}$. Similarly, for $k_{2}=1,2,3, E\left\{\left\|b_{i}(s)\right\|_{2}^{r_{1}}\right\}<\infty$ and $E\left\{\sup _{s \in \mathcal{S}}\left\|b_{i}(s)^{\left(k_{2}\right)}\right\|_{2}^{r_{2}}\right\}<\infty$ for some $r_{1}, r_{2} \in(2, \infty)$.

Assumption 3.11. For each $l$, there is a finite, positive integer $E_{l}$ such that $\lambda_{1, l}>\cdots>\lambda_{E_{l}, l} \geq \lambda_{E_{1}+1, l} \geq \cdots \geq 0$.

Remark 3.1. Assumption 1 requires a uniform bound on a high-order moment of $\varepsilon_{i, j}\left(s_{m}\right)$ for all grid points $s_{m} \in \mathcal{S}_{0}$. Assumption 2 can be relaxed for equality of the distribution of covariate vectors $x_{i, j}$. Assumptions 3 and 4 are generalizations of standard conditions used to guarantee first-order asymptotic properties of M-estimators [33]. Assumption 3 is an identifiability condition, while Assumption 4 is a uniform smoothness and integrability condition. Assumption 5 is a weak condition on the random grid points [42]. In many neuroimaging applications, $M$ is often much larger than $n$ so, for sufficiently large $M$, a regular grid of voxels is well-approximated by voxels generated by a uniform distribution in a compact subset of a Euclidean space. Assumption 6 is used to avoid smoothness conditions on the sample path, while Assumption 7 is a common assumption for kernel density methods. Assumption 8 is a standard smoothness condition on $\beta$. The portion of Assumption 9 pertaining to bandwidth is similar to that in [42]. Assumption 10 requires a uniform bound on the derivative of the nonlinear link and random effect functions. Finally, Assumption 11 regards the multiplicity of the largest $E_{l}$ eigenvalues for each $l$ and is only required for investigating asymptotic properties of the corresponding eigenfunctions.

As shown by [33], for each grid point $s_{m} \in \mathcal{S}_{0}$ and under Assumptions 1-3, the maximum likelihood estimator has consistency and asymptotic normality properties. Additionally, [11] calculated the asymptotic variance of the maximum likelihood estimator in a one-parameter balanced exponential model and established that the estimator attains its absolute lower bound. Our work builds on these asymptotic results by investigating the properties of $\hat{\beta}$ and the corresponding kernel density estimator $\tilde{\beta}$.

Theorem 3.1. Under Assumptions 1-9, (i) $\sup _{s_{m} \in \mathcal{S}_{0}}\left\|\hat{\beta}\left(s_{m}\right)-\beta\left(s_{m}\right)\right\|_{2}=$ $O_{p}\left(n^{-1 / 2}\right)$ and (ii) the process $\left\{n^{1 / 2}\left[\tilde{\beta}(s)-\beta(s)-\left\{0.5 \ddot{\beta}(s)+\dot{\beta}(s) \dot{\pi}(s) \pi(s)^{-1}\right\} h_{1}^{2}\right.\right.$ $\left.\left.\mu_{2}(K)\right]: s \in \mathcal{S}\right\}$ converges weakly to a centered Gaussian process with covariance function $\Sigma$. Precise definitions of $\dot{\beta}, \ddot{\beta}, \Sigma, \pi$, and $\dot{\pi}$ are given in the accompanying supplementary materials.

Remark 3.2. The asymptotic bias of $\widetilde{\beta}(s)$ is of the order $h_{1}^{2}$ as in nonparametric regression. Despite the complex form of the asymptotic conditional covariance matrix of $\widetilde{\beta}(s)$ due to within-curve dependence, it converges to the covariance matrix of the maximum likelihood estimator with order $n^{-1}$ as $M \rightarrow \infty$. Selecting an optimal bandwidth $h_{1}$ for model (1) can be a challenging task, however, any bandwidth $h_{1}$ that satisfies the conditions of $h_{1} \rightarrow 0$ and $M h_{1} \rightarrow \infty$ can ensure the weak convergence of $\widetilde{\beta}(s): s \in \mathcal{S}$.

We continue by investigating the asymptotic properties of $\hat{b}_{i}(s)$. We define $v_{0}(K)=\int K^{2}(\mu) d \mu, K^{*}(u)=\int K(\mu) K(\mu+u) d \mu, X=\left\{x_{i, j}: i=1, \ldots, n ; j=\right.$ $\left.1, \ldots, n_{i}\right\}$, and $b=\left\{b_{1}, \ldots, b_{n}\right\}$. Further define $f_{i, j}\left(s, s^{\prime}\right)=f\left(\beta(s)+b_{i}\left(s^{\prime}\right), x_{i, j}\right)$, $f_{i, j}^{k_{1}, k_{2}}\left(s, s^{\prime}\right)=\partial^{k_{1}+k_{2}} f_{i, j}\left(s, s^{\prime}\right) / \partial \beta(s)^{k_{1}} \partial b_{i}\left(s^{\prime}\right)^{k_{2}}$, and $f_{i, j}^{k_{1}, k_{2} *}\left(s, s^{\prime}\right)=\partial^{k_{1}+k_{2}}$ $f\left(\beta(s)+B_{i}\left(s^{\prime}\right) Z\left(s-s^{\prime}\right), x_{i, j}\right) / \partial \beta(s)^{k_{1}} \partial B_{i}\left(s^{\prime}\right)^{k_{2}}$

Theorem 3.2. Under Assumptions 1-10, (i) $\hat{b}_{i}(s)$ is uniformly consistent, with

$$
\sup _{s \in \mathcal{S}}\left\|\hat{b}_{i}(s)-b_{i}(s)\right\|_{2}=O_{p}\left[h_{2}^{2}+n^{-1 / 2}+\left\{\left|\log h_{2}\right| /\left(M h_{2}\right)\right\}^{1 / 2}\right]
$$

(ii) The asymptotic bias, bias $\left\{\hat{b}_{i}(s) \mid \mathcal{S}_{0}, X, b(s)\right\}$ and covariance, $\operatorname{cov}\left\{\hat{b}_{i}(s)\right.$, $\left.\hat{b}_{i}\left(s^{\prime}\right) \mid \mathcal{S}_{0}, X, b(s)\right\}$, are, respectively, given by

$$
\begin{aligned}
& \mathcal{F}_{i}(s) \sum_{j=1}^{n_{i}}\left\{0.5 f_{i, j}^{0,1}(s, s)^{\top} \ddot{b}_{i}(s) h_{2}^{2}+f_{i, j}^{1,0}(s, s)^{\top} \vec{O}_{p}\left(n^{-1 / 2}\right)\right\} f_{i, j *}^{0,1}(s, s)\left\{1+o_{p}(1)\right\}, \\
& \left(M h_{2}\right)^{-1} K^{*}\left(\left(s-s^{\prime}\right) / h\right) \pi\left(s^{\prime}\right)^{-1} \mathcal{F}_{i}(s) \sum_{j=1}^{n_{i}} f_{i, j *}^{0,1}(s, s) f_{i, j *}^{0,1}\left(s^{\prime}, s^{\prime}\right)^{\top} \mathcal{F}_{i}(t) O_{p}(1),
\end{aligned}
$$

where $\mathcal{F}_{i}(s)=\left\{\sum_{j=1}^{n_{i}} f_{i, j}^{0,1 *}(s, s)^{2}\right\}^{-1}$. A full definition of $f_{i, j *}^{0,1}(s, s)$ is given in the accompanying supplementary materials.
(iii) The mean integrated square error, conditional on $(X, b)$, is

$$
\begin{aligned}
& \int E\left[\left\{\hat{b}_{i}(s)-b_{i}(s)\right\}^{\otimes} \mid X, b\right] \pi(s) d s \\
= & \left(M h_{2}\right)^{-1} v_{0}(K) O_{p}(1) \int \mathcal{F}_{i}(s) \sum_{j=1}^{n_{i}} f_{i, j}^{0,1 *}(s, s)^{\otimes} \mathcal{F}_{i}(s) d s+\left\{1+o_{p}(1)\right\} . \\
& \int\left[\mathcal{F}_{i}(s) \sum_{j=1}^{n_{i}}\left\{0.5 f_{i, j}^{0,1}(s, s)^{\top} \ddot{b}_{i}(s) h_{2}^{2}+f_{i, j}^{1,0}(s, s)^{\top} \vec{O}_{p}\left(n^{-1 / 2}\right)\right\} f_{i, j *}^{0,1}(s, s)\right]^{\otimes} \pi(s) d s .
\end{aligned}
$$

(iv) The optimal bandwidth $h_{2}^{*}$ for minimizing the mean integrated square error in (iii) is $O\left(M^{-1 / 5}\right)$ if $M^{4 / 5}=o(n)$ and $O\left(n M^{-1}\right)$ if $n=o\left(M^{4 / 5}\right)$.
Remark 3.3. Theorem 3.2 provides insights into the statistical properties of the smoothed random effect estimates $\hat{b}_{i}(s)$. Theorem 3.2 (i) establishes the uniform consistency of the kernel density estimator $\hat{b}_{i}(s)$. Given individual random effects $b_{i}(s)$, Theorem 3.2 (ii) shows that the bias of $\hat{b}_{i}(s)$ is made up of two terms, each of order $n^{-1 / 2}$, which are due to the maximum likelihood estimation and random effects smoothing. The mean integrated square error of $\hat{b}_{i}(s)$ in Theorem 3.2 (iii) can be decomposed into an $O_{p}\left(n^{-1}\right)$ term introduced by the maximum likelihood estimation of $\beta$ and an $O_{p}\left(h_{2}^{4}+M^{-1} h_{2}^{-1}\right)$ term introduced by the reconstruction of $b_{i}(s)$. The optimal bandwidth is of the same order as that for local polynomial kernel smoothers. Under the optimal bandwidth described in Theorem 3.2 (iv), the mean integrated square error can be of order $n^{-1}$ or $M^{-4 / 5}$, depending on the relationship between $n$ and $M$.

The following theorem states that as the sample size $n$ grows, the estimator $\widehat{\Sigma}^{b}$ converges in probability to the true covariance matrix $\Sigma^{b}$. Additionally, the eigenfunctions $\hat{\psi}_{l, k}$ and eigenvalues $\hat{\lambda}_{l, k}$ of $\widehat{\Sigma}^{b}$ converge in probability to the corresponding eigenfunctions $\psi_{l, k}$ and eigenvalues $\lambda_{l, k}$ of $\Sigma^{b}$. These results hold under appropriate regularity conditions on $\Sigma^{b}$ and the estimation procedure.

Theorem 3.3. (i) Under Assumptions 1-10, with $h_{2}^{*}$ denoting the optimal bandwidth described in Remark 3,

$$
\sup _{\left(s, s^{\prime}\right) \in \mathcal{S}^{2}}\left|\widehat{\Sigma}^{b}\left(s, s^{\prime}\right)-\Sigma^{b}\left(s, s^{\prime}\right)\right|=O_{p}\left(\left(h_{2}^{*}\right)^{2}+\left(M h_{2}^{*}\right)^{-1}+(\log n / n)^{1 / 2}\right)
$$

(ii) Under Assumptions 1-11, for $k=1,2, \ldots$,

$$
\begin{aligned}
& \quad\left\{\int_{0}^{1}\left[\hat{\psi}_{l, k}(s)-\psi_{l, k}(s)\right]^{2} d s\right\}^{1 / 2}=O_{p}\left\{\left(h_{2}^{*}\right)^{2}+\left(M \hat{h}_{2}^{*}\right)^{-1}+(\log n / n)^{1 / 2}\right\} \\
& \text { and }\left|\hat{\lambda}_{l, k}-\lambda_{l, k}\right|=O_{p}\left\{\left(h_{2}^{*}\right)^{2}+\left(M h_{2}^{*}\right)^{-1}+(\log n / n)^{1 / 2}\right\} .
\end{aligned}
$$

Remark 3.4. Theorem 3.3 characterizes the uniform weak convergence rate of $\widehat{\Sigma}^{b}, \hat{\psi}_{k}$, and $\hat{\lambda}_{k}$, similar to Theorem 3 in [42]. In contrast, none of the rates in this result include an $O_{p}\left(h_{1}^{2}\right)$ term since only an estimate of $\beta$ is used, without any smoothing. For further discussion, see [42].

Let $\Rightarrow$ denote weak convergence of a sequence of stochastic process and $G(s)$ a centered Gaussian process indexed by $s \in \mathcal{S}$. Theorem 3.1 establishes that $n^{1 / 2}\left[\tilde{\beta}_{l}(s)-\beta(s)-\operatorname{BIAS}\left\{\widetilde{\beta}_{l}(s)\right\}\right] \Rightarrow G(s)$. Consequently, we can construct a simultaneous confidence band for each fixed effect function, namely, each component of $\beta$. For $C_{l}(\alpha)$ satisfying $\operatorname{pr}\left(\sup _{s \in \mathcal{S}}|G(s)| \leq C_{l}(\alpha)\right)=1-\alpha$, where $\sup _{s \in \mathcal{S}}\left|n^{1 / 2}\left[\tilde{\beta}_{l}(s)-\beta(s)-\operatorname{BIAS}\left\{\widetilde{\beta}_{l}(s)\right\}\right]\right| \Rightarrow \sup _{s \in \mathcal{S}}|G(s)|$, the confidence band given in (3) is a $1-\alpha$ simultaneous confidence band for $\beta_{l}$.

Theorem 3.4. Under Assumptions 1-10, we have the following results:
(i) $S_{N} \Rightarrow \int_{0}^{1} G(s)^{\top} G(s) d s$ under the null hypothesis $H_{0}$,
(ii) $P\left(S_{N} \geq S_{N, \alpha} \mid H_{1 n}\right) \rightarrow 1$ as $n \rightarrow \infty$ for a sequence of local alternatives $H_{1 n}: R \beta(s)-b_{0}(s)=n^{-\kappa / 2} d(s)$, where $\kappa$ is any scalar in $[0,1), S_{N, \alpha}$ is the upper $100 \alpha$ percentile of $S_{N}$ under $H_{0}$, and $0<\int_{\mathcal{S}}\|d(s)\|^{2} d s<\infty$.

Remark 3.5. Theorem 7 of [40] and Thereom 2 of [39] characterize the asymptotic distribution of $S_{N}$ : the accompanying discussion is also valid for Theorem 3.4.

As a final asymptotic result, we verify that the bootstrapped process $\left\{G(s)^{(g)}\right.$ : $s \in \mathcal{S}\}$ can be used to approximate the null distribution of $S_{N}$.

Theorem 3.5. Under Assumptions 1-9, $G(s)^{(g)} \Rightarrow G(s)$, conditional on the data.

Remark 3.6. Theorem 3.5, which follows immediately from Theorem 5 of [42], validates the use of the bootstrapped process $G(s)^{(g)}$. Again, $\beta(s)$ is estimated solely via maximum likelihood, so the bias correction is unnecessary, resulting in a substantial reduction in computational load.

## 4. Numerical studies

### 4.1. Simulation results

To provide an initial demonstration of the finite performance of estimation and inference procedures for the model (1), we conduct a series of Monte Carlo simulation studies. In this subsection, we consider simulated longitudinal functional data and clinical variables from $n$ independent samples. Let $n_{i}$ be the total number of longitudinal measurements for the $i$ th sample and $t_{i, j}$ be the $j$ th measurement time point for the $i$ th subject, so $j=1, \ldots, n_{i}, i=1, \ldots, n$. Specifically, for the $i$ th sample at time $t_{i, j}, j=1, \ldots, n_{i}, i=1, \ldots, n$, we generate data from the following models:

1. $y_{i, j}(s)=1+0.1\left\{x_{i, j, 1} \phi_{1, i}(s)+x_{i, j, 2} \phi_{2, i}(s)+2\right\}^{3}+\varepsilon_{i, j}(s) ;$
2. $y_{i, j}(s)=5\left\{\sin \left(x_{i, j, 1} \phi_{1, i}(s)+x_{i, j, 2} \phi_{2, i}(s)\right)\right\}^{3}+\varepsilon_{i, j}(s)$;
3. $y_{i, j}(s)=1-2.5 \exp \left\{-\exp \left\{x_{i, j, 1} \phi_{1, i}(s)+x_{i, j, 2} \phi_{2, i}(s)\right\}\right\}+\varepsilon_{i, j}(s)$,
where $\phi_{l, i}(s)=\beta_{l}(s)+b_{l, i}(s)$ for $l=1,2$. Notice that each sample is observed $n_{i}$ times. Model 3 is the double exponential function, which is commonly employed in population dynamics to model human population growth; see [35]. Let $s_{m}$ be equidistant points in $[0,1]$ with $s_{1}=0$ and $s_{M}=1, \varepsilon_{i, j}(s) \sim$ $N(0,0.1)$, and $\left(x_{i, j, 1}, x_{i, j, 2}\right)^{\top} \sim N\left((0,0)^{\top}, \Sigma\right)$, where $\Sigma=\left(\sigma_{j, k}\right) j, k \in \mathbb{R}^{p \times p}$ and $\sigma j, k=0.3^{|k-j|}$. The functional random effects are defined as $b_{i}(s)=$ $\sin (2 \pi s) N\left((0,0)^{\top}, 0.1 \Sigma\right)+\cos (2 \pi s) N\left((0,0)^{\top}, 0.2 \Sigma\right)$, and the functional fixed effects are given by $\beta_{1}(s)=c s^{2}$ and $\beta_{2}(s)=(1-s)^{2}$. Setting $c=0$ results in $\beta_{1}(s)=0$ for all $s$. We employ two simulation studies to examine the proposed estimation and inference procedures. In each simulation study, we consider the Epanechnikov kernel function, i.e., $\widetilde{K}(u)=0.75\left(1-u^{2}\right) I(|u| \leq 1)$, where $I(\cdot)$ is an indicator function. The codes for this paper are written in R and can be obtained at https://github.com/statisticalxjh/FNMEM.

In the first simulation study, we evaluate the proposed $S_{N}$-based test for the null hypothesis $H_{0}: \beta_{1}(s)=0$ across all $s$, as opposed to the alternative hypothesis $H_{1}: \beta_{1}(s) \neq 0$ for at least one $s$. Our primary focus is the test's rejection rate, specifically its Type I error rate when $c=0$ and its power for values of $c=0.05,0.1,0.15$, and 0.2 . Additionally, we explore varying sample sizes with $n=50$ and 100 for each $c$ and set $M=25$ and $n_{i}=5$. We then compute the rejection rate for the score bootstrap method using $G=500$ in each scenario, applying the significance levels $\alpha=0.05$ and 0.01 , and conducting 200 replications. In this simulation study, we also evaluate an alternative method: the standard nonlinear mixed-effects model which only uses longitudinal data, without any functional components, denoted by NMEM [28];

Figure 1 displays power curves at the specified significance levels $\alpha$ and sample sizes $n$ for both a functional nonlinear mixed effects model and a nonlinear mixed effects model. For both models, $\Sigma$ is estimated using the asymptotic covariance matrix without any smoothing. We observe that the Type I error rates derived from the score bootstrap are well-controlled at both significance levels. It is also evident that the NMEM is much less powerful compared to the


Fig 1. Power curves illustrating the results of the first simulation study, calculated at five values of $c$ for a functional nonlinear mixed effects model (FNMEM) and nonlinear mixed effects model (NMEM). The $S_{N}$-based rejection rates are obtained using the wild bootstrap method. Upper panel: Model 1; Middle panel: Model 2; Lower panel: Model 3. The sample size $n$ and significance level $\alpha$ are noted in each subplot.

FNMEM. The analogy here is the standard NMEM with just longitudinal data (i.e. no functional components), since FNMEM is an extension of NMEM. As anticipated, the power increases with a larger sample size.

In the second simulation study, we investigate the finite-sample performance of the proposed simultaneous confidence bands. Employing the same data generation procedure as before, we consider different sample sizes $n=50$ and 100 and fix $c=1, n_{i}=5$, and $M=25,50$, and 75 . For each of the 200 replications, we use a wild bootstrap with $G=500$ to compute simultaneous confidence bands for each component of $\beta$. In Table 1, we present empirical coverage probabilities for two $\alpha$ values. We observe that increasing the number of grid points $M$ enhances the coverage probability, and the coverage probabilities are close to the corresponding confidence level $1-\alpha$. The Monte Carlo errors are approximately 0.015 for $\alpha=0.05$, given by the formula $(0.95 \times 0.05 / 200)^{1 / 2}$. Figures depicting typical $95 \%$ and $99 \%$ simultaneous confidence bands for $n=50, M=75$, and $n=100, M=75$ are presented in Figures 2-4.

### 4.2. Real data analysis

In the second numerical study, we examine a real-world dataset acquired from the National Database for Autism Research (NDAR) (http://ndar.nih.gov/),

Table 1
Empirical coverage probabilities of the simultaneous $100(1-\alpha) \%$ confidence bands for each component of $\beta$ in the second simulation, based on 200 simulated data sets. The number of uniform grid points $M$ and the significance level $\alpha$ are noted for each result.

| Model 1 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| M | $\beta_{1}$ | $\beta_{2}$ | $\beta_{1}$ | $\beta_{2}$ |
|  | $n=50, \alpha=0.05$ |  | $n=50, \alpha=0.01$ |  |
| 25 | 0.940 | 0.965 | 0.995 | 0.985 |
| 50 | 0.970 | 0.955 | 0.990 | 0.980 |
| 75 | 0.960 | 0.965 | 0.990 | 0.995 |
|  | $n=100, \alpha=0.05$ |  | $n=100, \alpha=0.01$ |  |
| 25 | 0.955 | 0.940 | 0.970 | 0.980 |
| 50 | 0.950 | 0.975 | 0.985 | 0.995 |
| 75 | 0.960 | 0.965 | 0.995 | 0.995 |
| Model 2 |  |  |  |  |
|  | $n=50, \alpha=0.05$ |  | $n=50, \alpha=0.01$ |  |
| 25 | 0.955 | 0.965 | 0.990 | 0.990 |
| 50 | 0.945 | 0.970 | 0.985 | 0.990 |
| 75 | 0.970 | 0.940 | 0.990 | 0.985 |
|  | $n=100, \alpha=0.05$ |  | $n=100, \alpha=0.01$ |  |
| 25 | 0.945 | 0.935 | 0.975 | 0.970 |
| 50 | 0.930 | 0.960 | 0.985 | 0.995 |
| 75 | 0.940 | 0.940 | 0.995 | 0.980 |
| Model 3 |  |  |  |  |
|  | $n=50, \alpha=0.05$ |  | $n=50, \alpha=0.01$ |  |
| 25 | 0.920 | 0.950 | 0.980 | 0.990 |
| 50 | 0.960 | 0.970 | 0.985 | 0.990 |
| 75 | 0.950 | 0.950 | 0.985 | 1.000 |
|  | $n=100, \alpha=0.05$ |  | $n=100, \alpha=0.01$ |  |
| 25 | 0.940 | 0.960 | 0.980 | 0.980 |
| 50 | 0.960 | 0.965 | 0.995 | 0.985 |
| 75 | 0.960 | 0.960 | 0.995 | 0.990 |



Fig 2. Typical 95\% and 99\% simultaneous confidence bands in the first and second rows, respectively, for $n=50, M=75$ (left panel) and $n=100, M=75$ (right panel) in the second simulation study under Model 1. The solid black, solid green, and dashed red curves represent, respectively, the true curves, estimated curves, and corresponding simultaneous confidence bands for $\beta_{j}$ in the $j$ th column $(j=1,2)$.


Fig 3. Typical 95\% and 99\% simultaneous confidence bands in the first and second rows, respectively, for $n=50, M=75$ (left panel) and $n=100, M=75$ (right panel) in the second simulation study under Model 2. The solid black, solid green, and dashed red curves represent, respectively, the true curves, estimated curves, and corresponding simultaneous confidence bands for $\beta_{j}$ in the $j$ th column $(j=1,2)$.


FIG 4. Typical $95 \%$ and $99 \%$ simultaneous confidence bands in the first and second rows, respectively, for $n=50, M=75$ (left panel) and $n=100, M=75$ (right panel) in the second simulation study under Model 3. The solid black, solid green, and dashed red curves represent, respectively, the true curves, estimated curves, and corresponding simultaneous confidence bands for $\beta_{j}$ in the $j$ th column $(j=1,2)$.

TABLE 2
A summary of age at each repeated visit. The mean, standard deviation (SD), and range of subject ages, measured in years, are presented for each group. In total, $n=253$ unique subjects are represented.

| Visit number | Number of scans | Age (SD) | Age range |
| ---: | ---: | ---: | ---: |
| 1 | 58 | $10.53(5.96)$ | $[0,18]$ |
| 2 | 148 | $12.25(4.62)$ | $[0,21]$ |
| 3 | 160 | $12.29(5.14)$ | $[1,22]$ |
| 4 | 19 | $1.84(1.42)$ | $[1,6]$ |
| 5 | 7 | $1.57(0.79)$ | $[1,3]$ |
| 6 | 10 | $2.70(0.67)$ | $[2,4]$ |
| 7 | 6 | $3.17(0.75)$ | $[2,4]$ |
| 8 | 5 | $3.40(1.14)$ | $[2,5]$ |
| 9 | 3 | $3.67(1.15)$ | $[3,5]$ |

a research data repository funded by the National Institutes of Health (NIH). The dataset consists of 416 high-quality MRI scans for 253 children, including 126 males. Summaries of subject age, stratified by the number of visits per subject, are presented in Table 2.

The data processing involved two stages: a weighted least squares procedure for constructing diffusion tensors [1, 44], and a tract-based statistics pipeline implemented in the Functional Magnetic Resonance Imaging of the Brain Software Library (FSL) [31]. Specifically, fractional anisotropy maps were computed for each subject from diffusion tensors after eddy current correction and automatic brain extraction using FSL. The aforementioned tract-based pipeline aligned fractional anisotropy maps from each subject into a common space through nonlinear registration and generated a mean fractional anisotropy skeleton representing the centers of all white matter tracts shared by the entire sample. The aligned fractional anisotropy data for each subject was then projected onto this skeleton. Our analysis focuses solely on the midsagittal corpus callosum skeleton, where fractional anisotropy is measured at $M=45$ spatial grid points. The corpus callosum, the largest fiber tract in the human brain, is a topologically organized structure responsible for communication between the two hemispheres.

Recently, nonlinear mixed effects models based on the Gompertz function have been employed to characterize longitudinal white matter development during early childhood [19, 30]. These models take the form $y=\phi_{1} \exp \left\{-\phi_{2} \phi_{3}^{\top}\right\}$, where $\phi_{1}$ represents the asymptote, $\phi_{2}$ the delay, and $\phi_{3}$ the reciprocal of exponentiated speed. Due to its asymptotic nature, the Gompertz function described in previous works can only account for developmental changes observed in adolescence and adulthood [20]. Following [9], we utilize the modified Gompertz function that allows for continued growth and extend it to the functional nonlinear mixed effects model. Specifically, we consider the following model:

$$
\begin{equation*}
y_{i, j}(s)=\phi_{1, i}(s) \exp \left\{-\phi_{2, i}(s) \phi_{3, i}(s)^{t_{i, j}}+\phi_{4, i} t_{i, j}\right\}+\varepsilon_{i, j}(s) \tag{4}
\end{equation*}
$$

where $\phi_{i}=\left(\phi_{1, i}, \phi_{2, i}, \phi_{3, i}, \phi_{4, i}\right)^{\top}=\beta+b_{i}, \beta=\left(\beta_{1}, \beta_{2}, \beta_{3}, \beta_{4}\right)^{\top}$ contains the fixed effects, $b_{i}=\left(b_{1, i}, b_{2, i}, 0,0\right)^{\top}$ contains the random effects for the $i$ th subject,


FIG 5. Observed fractional anisotropy for each subject (solid red lines), varying as a function of age $t$ at a fixed spatial location $s_{m}$, with $m=5, \ldots, 24$ varying across the subplots. Estimated fractional anisotropy values obtained from the proposed model are superimposed (dotted black lines).
and the temporal variable $t$ represents subject age at observation, in years. Note that $b_{3, i}$ and $b_{4, i}$ are set to zero in order to reduce the number of random effects in model (4).

We selected 116 children, who underwent at least two repeated MRI scans, resulting in a total of 279 scans. The variation of fractional anisotropy ( $y$ ) with age $(t)$ is illustrated in Figure 5 at fixed spatial positions $\left(s_{m}\right)$ along the corpus callosum skeleton, with $m=5, \ldots, 24$. The figure shows significant subject-level variability in the data at each grid point and in the effect of age.

We used the estimation procedure outlined in Section 2.1 to fit the model (4). The population-level predictions for $y$, with $b_{i}=0$, are also displayed in Figure 5. Figure 6 shows the functional fixed effect estimates and corresponding $95 \%$ and $99 \%$ simultaneous confidence bands, which were constructed using a


FIG 6. Estimates (solid green lines) and $100(1-\alpha) \%$ simultaneous confidence bands (dotted red lines) for the fixed effect $\beta_{j}$ from the real-world data neuroimaging analysis in the $j$ th column $(j=1,2,3,4)$. In the first and second rows, $\alpha=0.05$ and $\alpha=0.01$, respectively.


FIG 7. Left panel: the $100(1-\alpha) \%$ cumulative proportion from one to twelve eigenvalues; Middle panel: the first six eigenfunctions corresponding to $b_{1, i}$; Right panel: the first six eigenfunctions corresponding to $b_{2, i}$.
wild bootstrap with 500 replications. The horizontal line at $\beta_{j}=0$ serves as a reference, allowing us to conclude that the first three fixed effect functions $\left(\beta_{j}, j=1,2,3\right)$ are non-zero, while the last function $\left(\beta_{4}\right)$ is non-zero only at the spatial location $s_{m}$ with $m=30, \ldots, 40$. The remaining locations have a close-to-zero value for $\beta_{4}$. Additionally, the first twelve eigenvalues and six eigenfunctions of $\widehat{\Sigma}^{b}\left(s, s^{\prime}\right)$ are displayed in Figure 7 . We found that the first six eigenvalues explain $93.29 \%$ of the total variance, while the remaining eigenvalues explain close to $0 \%$.

While the age effect, as shown in Figure 5, appears to level off quickly at some spatial positions, the proposed global test statistic ( $S_{N}=455.93$, $p$-value $<0.001)$ with $R=(0,0,1,1)$ suggests a global age effect.

## Appendix

We present the technique proofs of the theorems and lemmas in Section 3 in this paper.

## A.1. Proofs of supporting lemmas

We first introduce some notation. Define $K_{0}\left(s, h_{1}\right)=\int K_{h_{1}}(t-s) \pi(t) d t$,

$$
\begin{gather*}
V(s)=\left\{\sum_{i=1}^{n} \hat{X}_{i}(s)^{\top} \Sigma_{i}(s)^{-1} \hat{X}_{i}(s)\right\}^{-1} \sum_{i=1}^{n} \hat{X}_{i}(s)^{\top} \Sigma_{i}(s)^{-1} \hat{Z}_{i}(s) b_{i}(s),  \tag{5}\\
R(s)=\left\{\sum_{i=1}^{n} \hat{X}_{i}(s)^{\top} \Sigma_{i}(s)^{-1} \hat{X}_{i}(s)\right\}^{-1} \sum_{i=1}^{n} \hat{X}_{i}(s)^{\top} \Sigma_{i}(s)^{-1} \varepsilon_{i, j}(s) \tag{6}
\end{gather*}
$$

and

$$
\begin{equation*}
\Delta\left(s, h_{1}\right)=\sum_{m=1}^{M} \tilde{K}_{h_{1}}\left(s_{m}-s\right) V\left(s_{m}\right)-\frac{1}{K_{0}\left(s, h_{1}\right)} \int K_{h_{1}}(t-s) V(t) \pi(t) d(t) \tag{7}
\end{equation*}
$$

Further define $\mathbb{M}\{\theta(s)\}=E\left\{\log P_{\theta}(i, s)\right\}, \mathbb{M}_{n}\{\theta(s)\}=n^{-1} \sum_{i=1}^{n} \log P_{\theta}(i, s)$, and

$$
\bar{\varepsilon}_{i}(s)=n_{i}^{-1} \sum_{j=1}^{n_{i}} \sum_{m=1}^{M} \varepsilon_{i, j}\left(s_{m}\right) \tilde{K}_{h_{2}}\left(s_{m}-s\right)
$$

Lemma A.1. Under Assumptions 2-4 and 9, $\sup _{s_{m} \in \mathcal{S}_{0}} d\left(\hat{\theta}\left(s_{m}\right), \theta_{0}\left(s_{m}\right)\right)$ converges in probability to 0 .

Proof. Define $\mathcal{F}=\left\{\log P_{\theta}\left(s_{m}\right): s_{m} \in \mathcal{S}_{0}, \theta\left(s_{m}\right) \in \mathcal{B}\right\}$ and the envelope function $F=\sup _{s_{m} \in \mathcal{S}_{0}} G\left(y\left(s_{m}\right), x\right)$. We first show that $\mathcal{F}$ is pr-Glivenko-Cantelli, that is, that

$$
\begin{equation*}
\sup _{\theta \in \Theta} \sup _{s_{m} \in \mathcal{S}_{0}}\left|\mathbb{M}_{n}\left(\theta\left(s_{m}\right)\right)-\mathbb{M}\left(\theta\left(s_{m}\right)\right)\right| \rightarrow 0 \tag{8}
\end{equation*}
$$

almost surely. Since $E^{*}(F)<\infty$ under Assumption 4, we need to prove that $\log N\left(\epsilon, \mathcal{F}_{K}, L_{1}\left(\mathbb{M}_{n}\right)\right)=o_{p}^{*}(n)$ for all $K<\infty$ and $\epsilon>0$, where $\mathcal{F}_{K}$ is the class of functions $\{f(\cdot) 1(F \leq K): f \in \mathcal{F}\}$. For each $s_{0} \in \mathcal{S}_{0}$, define $\mathcal{F}_{K}^{s_{0}}=\{f \in$ $\left.\mathcal{F}_{K}: f\left(s_{m}\right)=f\left(s_{0}\right)\right\}$. Theorem 2.6.7 in [34] implies that $N\left(\epsilon, \mathcal{F}_{K}^{s_{0}}, L_{1}(\mathbb{M})\right) \leq$ $C_{1}\left(\frac{C_{2}}{\epsilon}\right)^{p}$ for some positive constants $C_{1}$ and $C_{2}$ such that

$$
\begin{aligned}
& N\left(\epsilon, \mathcal{F}_{K}, L_{1}\left(\mathbb{M}_{n}\right)\right) \leq M \times N\left(\epsilon, \mathcal{F}_{K}^{s_{0}}, L_{1}\left(\mathbb{M}_{n}\right)\right) \\
\rightarrow & M \times N\left(\epsilon, \mathcal{F}_{K}^{s_{0}}, L_{1}(\mathbb{M})\right) \leq M C_{1}\left(\frac{C_{2}}{\epsilon}\right)^{p}
\end{aligned}
$$

in probability. It follows that

$$
\begin{aligned}
& \log N\left(\epsilon, \mathcal{F}_{K}, L_{1}\left(\mathbb{M}_{n}\right)\right) \\
= & O_{P}^{*}\left(\log (M)+\log \left(C_{1}\right)+p \log \left(C_{2} / \epsilon\right)\right) \\
= & O_{P}^{*}\left\{n^{\nu}+O(1)\right\} \\
= & o_{p}^{*}(n)
\end{aligned}
$$

under Assumption 9. By Assumptions 3 and 4,

$$
\begin{equation*}
\sup _{d\left(\theta\left(s_{m}\right), \theta_{0}\left(s_{m}\right)\right)>\epsilon} \sup _{s_{m} \in \mathcal{S}_{0}} \mathbb{M}\left\{\theta\left(s_{m}\right)\right\}<\sup _{s_{m} \in \mathcal{S}_{0}} \mathbb{M}\left\{\theta_{0}\left(s_{m}\right)\right\} . \tag{9}
\end{equation*}
$$

Finally, we follow the arguments in Theorem 5.7 in [33]. Since (8) implies that $\sup _{s_{m} \in \mathcal{S}_{0}}\left|\mathbb{M}_{n}\left\{\theta_{0}\left(s_{m}\right)\right\}-\mathbb{M}\left\{\theta_{0}\left(s_{m}\right)\right\}\right| \rightarrow 0$, then for each $s_{m} \in \mathcal{S}_{0}, \mathbb{M}_{n}\left\{\theta_{0}\left(s_{m}\right)\right\}>$ $\mathbb{M}\left\{\hat{\theta}\left(s_{m}\right)\right\}$, and so

$$
\begin{align*}
& \sup _{s_{m} \in \mathcal{S}_{0}}\left[\mathbb{M}\left\{\theta_{0}\left(s_{m}\right)\right\}-\mathbb{M}\left\{\hat{\theta}\left(s_{m}\right)\right\}\right]  \tag{10}\\
& \leq \sup _{s_{m} \in \mathcal{S}_{0}}\left[\mathbb{M}\left\{\theta_{0}\left(s_{m}\right)\right\}-\mathbb{M}_{n}\left\{\theta_{0}\left(s_{m}\right)\right\}\right]+\sup _{s_{m} \in \mathcal{S}_{0}}\left[\mathbb{M}_{n}\left\{\theta_{0}\left(s_{m}\right)\right\}-\mathbb{M}\left\{\hat{\theta}\left(s_{m}\right)\right\}\right] \\
& \leq o_{p}(1)+\sup _{s_{m} \in \mathcal{S}_{0}}\left[\mathbb{M}_{n}\left\{\hat{\theta}\left(s_{m}\right)\right\}-\mathbb{M}\left\{\hat{\theta}\left(s_{m}\right)\right\}\right] \\
& \leq o_{p}(1)+\sup _{\theta \in \Theta} \sup _{s_{m} \in \mathcal{S}_{0}}\left|\mathbb{M}_{n}\left\{\theta\left(s_{m}\right)\right\}-\mathbb{M}\left\{\theta\left(s_{m}\right)\right\}\right| \\
& \rightarrow 0 \tag{11}
\end{align*}
$$

By (9), for any arbitrary $\epsilon>0$, there exists a positive constant $\delta$ depending only on $\epsilon$ such that $\sup _{s_{m} \in \mathcal{S}_{0}} \mathbb{M}\left\{\theta\left(s_{m}\right)\right\} \leq \sup _{s_{m} \in \mathcal{S}_{0}} \mathbb{M}\left\{\theta_{0}\left(s_{m}\right)\right\}-\delta(\epsilon)$ for every $\theta\left(s_{m}\right)$ when $\sup _{s_{m} \in \mathcal{S}_{0}} d\left(\theta\left(s_{m}\right), \theta_{0}\left(s_{m}\right)\right)>\epsilon$. Consequently, by (10),

$$
\begin{aligned}
& P\left(\sup _{s_{m} \in \mathcal{S}_{0}} d\left(\hat{\theta}\left(s_{m}\right), \theta_{0}\left(s_{m}\right)\right)>\epsilon\right) \\
\leq & P\left(\sup _{s_{m} \in \mathcal{S}_{0}} \mathbb{M}\left\{\hat{\theta}\left(s_{m}\right)\right\}<\sup _{s_{m} \in \mathcal{S}_{0}} \mathbb{M}\left\{\theta_{0}\left(s_{m}\right)\right\}-\delta(\epsilon)\right) \\
\leq & P\left(\sup _{s_{m} \in \mathcal{S}_{0}}\left[\mathbb{M}\left\{\theta_{0}\left(s_{m}\right)\right\}-\mathbb{M}\left\{\hat{\theta}\left(s_{m}\right)\right\}\right]>\delta(\epsilon)\right) \\
\rightarrow & 0
\end{aligned}
$$

Lemma A.2. Under Assumptions, 1, 5, 7, and 9, for any $r \geq 0$,

$$
\sup _{s \in \mathcal{S}}\left|\int K_{h_{1}}(t-s) \frac{(t-s)^{r}}{h_{1}^{r}} d\left\{\Pi_{M}(t)-\Pi(t)\right\}\right|=O_{p}\left\{\left(M h_{1}\right)^{-1 / 2}\right\}
$$

and

$$
\sup _{s \in \mathcal{S}}\left|\int K_{h_{1}}(t-s) \frac{(t-s)^{r}}{h_{1}^{r}} \varepsilon_{i, j}(t) d \Pi_{M}(t)\right|=O_{p}\left\{\left(M h_{1}\right)^{-1 / 2}\left|\log h_{1}\right|^{1 / 2}\right\}
$$

where $\Pi_{M}$ is the sampling distribution function based on $\mathcal{S}_{0}$ and $\Pi$ is the distribution function of $s$.
Proof. The proof follows that of Lemma 2 in [42].
Lemma A.3. Under Assumptions 1, 5, 6, 7, and 9, $\sup _{s \in \mathcal{S}}\left|\Delta\left(s, h_{1}\right)\right|=o_{p}(1)$.

Proof. By Lemma 2 with $r=0$,

$$
\begin{aligned}
& \sup _{s \in \mathcal{S}_{0}}\left|\frac{1}{M} \sum_{m=1}^{M} K_{h_{1}}\left(s_{m}-s\right)-K_{0}\left(s, h_{1}\right)\right| \\
= & \sup _{s \in \mathcal{S}_{0}}\left|\int K_{h_{1}}(t-s) d\left\{\Pi_{M}(t)-\Pi(t)\right\}\right|=O_{p}\left\{\left(M h_{1}\right)^{-1 / 2}\right\},
\end{aligned}
$$

and so we can write

$$
\begin{aligned}
= & \frac{\Delta\left(s, h_{1}\right)}{K_{0}\left(s, h_{1}\right)+O_{p}\left\{\left(M h_{1}\right)^{-1 / 2}\right\}}\left\{\frac{1}{M} \sum_{m=1}^{M} K_{h_{1}}\left(s_{m}-s\right) V\left(s_{m}\right)\right. \\
& \left.-\int K_{h_{1}}(t-s) V(t) d \Pi(t)\right\} \\
= & \frac{1+O_{p}\left\{\left(M h_{1}\right)^{-1 / 2}\right\}}{K_{0}\left(s, h_{1}\right)}\left[\frac{1}{M} \sum_{m=1}^{M} K_{h_{1}}\left(s_{m}-s\right)\left\{V\left(s_{m}\right)-V(s)\right\}\right. \\
& +\left\{\frac{1}{M} \sum_{m=1}^{M} K_{h_{1}}\left(s_{m}-s\right)-\int K_{h_{1}}(t-s) d \Pi(t)\right\} V(s) \\
& \left.+\int K_{h_{1}}(t-s)\{V(s)-V(t)\} d \Pi(t)\right] \\
= & \frac{1+o_{p}(1)}{K_{0}\left(s, h_{1}\right)}\{(\mathrm{I})+(\mathrm{II})+(\mathrm{III})\} .
\end{aligned}
$$

By Assumption 6, $V$ converges weakly to a Gaussian process. It then follows from the Donsker Theorem [34] that $\sup _{s \in \mathcal{S}}\|V(s)\|_{2}=O_{p}(1)$. Thus, examining the three terms (I), (II), and (III), we can conclude that

$$
\begin{aligned}
\frac{(\mathrm{I})}{K_{0}\left(s, h_{1}\right)} & \leq \frac{1}{K_{0}\left(s, h_{1}\right)} \frac{1}{M} \sum_{m=1}^{M} K_{h_{1}}\left(s_{m}-s\right)\left|V\left(s_{m}\right)-V(s)\right| \\
& \leq \sup _{\left|s^{\prime}-s\right| \leq h_{1}}\left|V\left(s^{\prime}\right)-V(s)\right| \sup _{s \in \mathcal{S}} \frac{1}{M K_{0}\left(s, h_{1}\right)} \sum_{m=1}^{M} K_{h_{1}}\left(s_{m}-s\right) \\
& =o_{p}(1) \times \frac{K_{0}\left(s, h_{1}\right)+O_{p}\left\{\left(M h_{1}\right)^{-1 / 2}\right\}}{K_{0}\left(s, h_{1}\right)} \\
& =o_{p}(1)
\end{aligned}
$$

$$
\begin{aligned}
\frac{(\mathrm{II})}{K_{0}\left(s, h_{1}\right)} & \leq \frac{1}{K_{0}\left(s, h_{1}\right)} \sup _{s \in \mathcal{S}}|V(s)| \sup _{s \in \mathcal{S}}\left|\int K_{h_{1}}(t-s) d\left\{\Pi_{M}(t)-\Pi(t)\right\}\right| \\
& =O_{p}\left(h_{1}\right) \times O_{p}(1) \times O_{p}\left(\left(M h_{1}\right)^{-1 / 2}\right) \\
& =o_{p}(1)
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{(\mathrm{III})}{K_{0}\left(s, h_{1}\right)} & \leq \frac{1}{K_{0}\left(s, h_{1}\right)} \int K_{h_{1}}(t-s)|V(s)-V(t)| d \Pi(t) \\
& \leq \sup _{\left|s^{\prime}-s\right| \leq h_{1}}\left|V\left(s^{\prime}\right)-V(s)\right| \sup _{s \in \mathcal{S}} \frac{1}{K_{0}\left(s, h_{1}\right)} \int K_{h_{1}}(t-s) d \Pi(t) \\
& =o_{p}(1) \times 1 \\
& =o_{p}(1) .
\end{aligned}
$$

This completes the proof of Lemma A.3.
Lemma A.4. Under Assumptions 1, 2, 5, 7, and 9,

$$
\begin{aligned}
& \sup _{s \in \mathcal{S}} n^{-1 / 2} h_{1}\left|\sum_{i=1}^{n} \sum_{m=1}^{M} \tilde{K}_{h_{1}}\left(s_{m}-s\right) \hat{X}_{i}\left(s_{m}\right)^{\top} \Sigma_{i}\left(s_{m}\right)^{-1} \varepsilon_{i, j}\left(s_{m}\right)\right| \\
= & O_{p}\left\{\left(M h_{1}\left|\log h_{1}\right|\right)^{1 / 2}\right\}=o_{p}\left(M h_{1}\right) .
\end{aligned}
$$

Proof. The proof follows that of Lemma 1 in [41].
Lemma A.5. Under Assumptions 1-10,

$$
\begin{gathered}
\sup _{(s, t)} N^{-1}\left|\sum_{i=1}^{n} n_{i} \bar{\varepsilon}_{i}(s) b_{i}(t)\right|=O_{p}\left\{(\log n / n)^{1 / 2}\right\}, \\
\sup _{(s, t)} N^{-1}\left|\sum_{i=1}^{n} n_{i} \bar{\varepsilon}_{i}(s) \bar{\varepsilon}_{i}(t)\right|=O_{p}\left\{\left(M h_{2}\right)^{-1}+(\log n / n)^{1 / 2}\right\},
\end{gathered}
$$

and

$$
\sup _{(s, t)} N^{-1}\left|\sum_{i=1}^{n} n_{i} \bar{\varepsilon}_{i}(s) \ddot{b}_{i}(t) h_{2}^{2}\right|=O_{p}\left\{(\log n / n)^{1 / 2}\right\} .
$$

Proof. The proof follows from those of Lemmas 6 and 7 in [42].

## A.2. Proof of Theorem 1

Proof of Theorem 1 (i). By Lemma A.1, maximum likelihood estimation is uniformly consistent. We can apply a Taylor expansion to obtain

$$
0=\frac{\partial \log L_{\hat{\theta}\left(s_{m}\right)}}{\partial \beta\left(s_{m}\right)}=\frac{\partial \log L_{\theta\left(s_{m}\right)}}{\partial \beta\left(s_{m}\right)}+\frac{\partial^{2} \log L_{\theta^{*}\left(s_{m}\right)}}{\partial \beta\left(s_{m}\right) \beta\left(s_{m}\right)^{\top}}\left\{\hat{\beta}\left(s_{m}\right)-\beta\left(s_{m}\right)\right\}
$$

where each element of the $\beta\left(s_{m}\right)$ component of $\theta^{*}\left(s_{m}\right)$ is between $\beta\left(s_{m}\right)$ and $\hat{\beta}\left(s_{m}\right)$. Rewriting the above result,

$$
n^{1 / 2}\left\{\hat{\beta}\left(s_{m}\right)-\beta\left(s_{m}\right)\right\}=-\left\{\frac{1}{n} \frac{\partial^{2} \log L_{\theta^{*}\left(s_{m}\right)}}{\partial \beta\left(s_{m}\right) \partial \beta\left(s_{m}\right)^{\top}}\right\}^{-1}\left\{n^{-1 / 2} \frac{\partial \log L_{\theta\left(s_{m}\right)}}{\partial \beta\left(s_{m}\right)}\right\}
$$

By Assumption 4 and the uniform strong law of large numbers,

$$
\sup _{s_{m} \in \mathcal{S}_{0}}\left|-\frac{1}{n} \frac{\partial^{2} \log L_{\theta^{*}\left(s_{m}\right)}}{\partial \beta\left(s_{m}\right) \partial \beta\left(s_{m}\right)^{\top}}-I_{\beta^{*}\left(s_{m}\right)}\right| \rightarrow 0
$$

and the information matrix $I_{\beta^{*}\left(s_{m}\right)}$ converges to $I_{\beta\left(s_{m}\right)}$ by the continuity of $I_{\beta\left(s_{m}\right)}$. Then as $n \rightarrow \infty, n^{1 / 2}\left\{\hat{\beta}\left(s_{m}\right)-\beta\left(s_{m}\right)\right\}$ converges to a Gaussian process by Assumption 6 [34] with mean function zero and covariance operator

$$
\left[\begin{array}{cc}
I_{\beta(s)}^{-1} & I_{\beta(s)}^{-1} E\left\{\frac{\partial \log P_{\theta(s)}}{\partial \beta}\left(\frac{\partial \log P_{\theta(t)}}{\partial \beta}\right)^{\top}\right\} I_{\beta(t)}^{-1} \\
I_{\beta(t)}^{-1} E\left\{\frac{\partial \log P_{\theta(t)}}{\partial \beta}\left(\frac{\partial \log P_{\theta(s)}}{\partial \beta}\right)^{\top}\right\} I_{\beta(s)}^{-1} & I_{\beta(t)}^{-1}
\end{array}\right]
$$

Consequently, $\sup _{s_{m} \in \mathcal{S}_{0}}\left\|n^{1 / 2}\left\{\hat{\beta}\left(s_{m}\right)-\beta\left(s_{m}\right)\right\}\right\|_{2}=O_{p}(1)$, completing the proof of Theorem 1 (i).

Proof of Theorem 1 (ii). Using the smoothed estimator of $\beta$,

$$
\begin{aligned}
n^{1 / 2}\{\tilde{\beta}(s)-\beta(s)\}= & n^{1 / 2} \sum_{m=1}^{M} \tilde{K}_{h_{1}}\left(s_{m}-s\right) \hat{\beta}\left(s_{m}\right)-n^{1 / 2} \beta(s) \\
= & n^{1 / 2} \sum_{m=1}^{M} \tilde{K}_{h_{1}}\left(s_{m}-s\right)\left\{\hat{\beta}\left(s_{m}\right)-\beta\left(s_{m}\right)\right\} \\
& +n^{1 / 2} \sum_{m=1}^{M} \tilde{K}_{h_{1}}\left(s_{m}-s\right)\left\{\beta\left(s_{m}\right)-\beta(s)\right\} \\
= & U_{1}(s)+U_{2}(s)
\end{aligned}
$$

where the last equality defines $U_{1}$ and $U_{2}$. We first prove that $U_{1}$ converges weakly to a centered Gaussian Process. We may write that

$$
\begin{aligned}
& \hat{\beta}\left(s_{m}\right)-\beta\left(s_{m}\right) \\
= & \left\{\sum_{i=1}^{n} \hat{X}_{i}\left(s_{m}\right)^{\top} \Sigma_{i}\left(s_{m}\right)^{-1} X_{i}\left(s_{m}\right)\right\}^{-1} \sum_{i=1}^{n} \hat{X}_{i}\left(s_{m}\right)^{\top} \Sigma_{i}\left(s_{m}\right)^{-1} \hat{Z}_{i}\left(s_{m}\right) b_{i}\left(s_{m}\right) \\
& +\left[\left\{\sum_{i=1}^{n} \hat{X}_{i}\left(s_{m}\right)^{\top} \Sigma_{i}\left(s_{m}\right)^{-1} X_{i}\left(s_{m}\right)\right\}^{-1} \sum_{i=1}^{n} \hat{X}_{i}\left(s_{m}\right)^{\top} \Sigma_{i}\left(s_{m}\right)^{-1} \varepsilon_{i, j}\left(s_{m}\right)\right. \\
= & V\left(s_{m}\right)+R\left(s_{m}\right) .
\end{aligned}
$$

By (5) and (7), we can write

$$
\begin{aligned}
\sum_{m=1}^{M} \tilde{K}_{h_{1}}\left(s_{m}-s\right) V\left(s_{m}\right) & =\Delta\left(s, h_{1}\right)+\frac{1}{K_{0}\left(s, h_{1}\right)} \int K_{h_{1}}(t-s) V(t) \pi(t) d(t) \\
& =\Delta\left(s, h_{1}\right)+\frac{1}{K_{0}\left(s, h_{1}\right)} V(s) \int K_{h_{1}}(t-s) \pi(t) d(t)
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{1}{K_{0}\left(s, h_{1}\right)} \int K_{h_{1}}(t-s)[V(t)-V(s)] \pi(t) d(t) \\
= & \Delta\left(s, h_{1}\right)+(\mathrm{I})+(\mathrm{II})
\end{aligned}
$$

Lemma 3 implies that $\Delta\left(s, h_{1}\right)$ converges uniformly to zero. (I) is asymptotically tight since

$$
(\mathrm{I})=\frac{1}{K_{0}\left(s, h_{1}\right)} V(s) K_{0}\left(s, h_{1}\right)=V(s)
$$

where $V(s)$ converges weakly to a Gaussian process. It follows that, when $h_{1} \rightarrow$ 0 ,
$(\mathrm{II}) \leq \sup _{|t-s| \leq h_{1}}|V(t)-V(s)| \frac{1}{K_{0}\left(s, h_{1}\right)} \int K_{h_{1}}(t-s) \pi(t) d(t)=o_{p}(1) \times 1=o_{p}(1)$.
Consequently, $\sum_{m=1}^{M} \tilde{K}_{h_{1}}\left(s_{m}-s\right) V\left(s_{m}\right) \rightarrow V(s)$.
Moreover, $n^{1 / 2} \sum_{m=1}^{M} \tilde{K}_{h_{1}}\left(s_{m}-s\right) R\left(s_{m}\right)=o_{p}(1)$ according to Lemma A.4, so $U_{1}$ converges to a Gaussian process with mean of zero and a covariance function of

$$
\begin{aligned}
& \Sigma(s, t) \\
= & \lim _{n \rightarrow \infty} \Sigma_{X}(s) \frac{1}{n} \sum_{i=1}^{n} \hat{X}_{i}(s)^{\top} \Sigma_{i}(s)^{-1}\left[\begin{array}{ccc}
\hat{Z}_{1}(s) \Sigma^{b}(s, t) \hat{Z}_{1}(t) & \ldots & \\
\vdots & \ddots & \vdots \\
& \Sigma_{i}(t)^{-1} \hat{X}_{i}(t) \Sigma_{X}(t),
\end{array}\right.
\end{aligned}
$$

where $\Sigma_{X}(s)=\left\{\frac{1}{n} \sum_{i=1}^{n} \hat{X}_{i}(s)^{\top} \Sigma_{i}(s)^{-1} \hat{X}_{i}(s)\right\}^{-1}$.
We next calculate $U_{2}(s)$. By a Taylor expansion,

$$
\begin{align*}
& U_{2}(s)  \tag{12}\\
= & n^{1 / 2} \frac{\sum_{m=1}^{M} K_{h_{1}}\left(s_{m}-s\right)\left\{\beta\left(s_{m}\right)-\beta(s)\right\}}{\sum_{m=1}^{M} K_{h_{1}}\left(s_{m}-s\right)} \\
= & n^{1 / 2} \frac{M h_{1} \int K(\mu)\left\{\beta\left(s+h_{1} \mu\right)-\beta(s)\right\} \pi\left(s+h_{1} \mu\right) d \mu\left[1+O_{p}\left\{\left(M h_{1}\right)^{-1 / 2}\right\}\right]}{M h_{1} \int K(\mu) \pi\left(s+h_{1} \mu\right) d \mu\left\{1+O_{p}\left(M h_{1}^{-1 / 2}\right)\right\}} \\
= & n^{1 / 2} \frac{\int K(\mu)\left\{\dot{\beta}(s) h_{1} \mu+0.5 \ddot{\beta}(s) h_{1}^{2} \mu^{2}+o\left(h_{1}^{2}\right)\right\}\left\{\pi(s)+\dot{\pi}(s) h_{1} \mu+o\left(h_{1}\right)\right\} d \mu}{\int K(\mu)\left\{\pi(s)+\dot{\pi}(s) h_{1} \mu+o\left(h_{1}\right)\right\} d \mu} . \\
& \left\{1+o_{p}(1)\right\} \\
= & n^{1 / 2} \frac{\left\{0.5 \ddot{\beta}(s) \pi(s)+\dot{\beta}(s) \dot{\pi}(s)+o\left(h_{1}\right)\right\} h_{1}^{2} \mu_{2}(K)}{\pi(s)+o\left(h_{1}\right)}\left\{1+o_{p}(1)\right\} \\
= & n^{1 / 2}\{0.5 \ddot{\beta}(s)+\dot{\beta}(s) \dot{\pi}(s) / \pi(s)\} h_{1}^{2} \mu_{2}(K)\left\{1+o_{p}(1)\right\}, \tag{13}
\end{align*}
$$

where $\dot{\pi}(s)=\partial \pi(s) / \partial s, \dot{\beta}(s)=\left(\partial \beta_{1}(s) / \partial s, \ldots, \partial \beta_{p}(s) / \partial s\right)^{\top}$, and
$\ddot{\beta}(s)=\left(\partial \beta_{1}^{2}(s) / \partial s^{2}, \ldots, \partial \beta_{p}^{2}(s) / \partial s^{2}\right)^{\top}$. This completes the proof of Theorem 1 (ii).

## A.3. Proof of Theorem 2

Proof of Theorem $2(i)$. Define $f_{i, j *}^{0,1}(s, s)=f_{i, j}^{0,1 *}(s, s)(1,0)^{\top}$. Note that minimizing $S_{M}\left(B_{i}(s)\right)$ is equivalent to minimizing

$$
\begin{aligned}
& S_{M}^{*}\left(B_{i}(s)\right) \\
= & \frac{1}{2} \sum_{j=1}^{n_{i}} \sum_{m=1}^{M}\left\{y_{i, j}\left(s_{m}\right)-f\left(\hat{\beta}\left(s_{m}\right)+B_{i}(s) Z\left(s_{m}-s\right), x_{i, j}\right)\right\}^{2} \tilde{K}_{h_{2}}\left(s_{m}-s\right) .
\end{aligned}
$$

The desired estimator is thus the solution to $S_{M}^{\prime}\left(B_{i}(s)\right)=0$.
Because $S_{M}^{\prime}$ is a continuous function, by the mean-value theorem, there exists $B_{i}^{*}(s)$ whose elements are between those of $B_{i}(s)$ and $\hat{B}_{i}(s)$, satisfying $S_{M}^{\prime}\left(\hat{B}_{i}(s)\right)=S_{M}^{\prime}\left(B_{i}(s)\right)+S_{M}^{\prime \prime}\left(B_{i}^{*}(s)\right)\left(\hat{B}_{i}(s)-B_{i}(s)\right)$. As $S_{M}^{\prime}\left(\hat{B}_{i}(s)\right)=0$, we have, by definition, that

$$
\begin{equation*}
\hat{B}_{i}(s)-B_{i}(s)=-S_{M}^{\prime \prime}\left(B_{i}^{*}(s)\right)^{-1} S_{M}^{\prime}\left(B_{i}(s)\right) \tag{14}
\end{equation*}
$$

We first calculate $S_{M}^{* \prime}\left(B_{i}(s)\right)$. Recall that $y_{i, j}\left(s_{m}\right)=f\left(\beta\left(s_{m}\right)+b_{i}\left(s_{m}\right), x_{i, j}\right)+$ $\varepsilon_{i, j}\left(s_{m}\right)$ and $f\left(\beta\left(s_{m}\right)+B_{i}(s) Z\left(s_{m}-s\right), x_{i, j}\right)=f\left(\beta\left(s_{m}\right)+b_{i}(s)+b_{i}(s)\left(s_{m}-\right.\right.$ $\left.s), x_{i, j}\right)$. Under Assumptions 7-10 and by a Taylor expansion,

$$
\begin{align*}
& S_{M}^{* \prime}\left(B_{i}(s)\right) \\
= & \sum_{j=1}^{n_{i}} \sum_{m=1}^{M}\left\{y_{i, j}\left(s_{m}\right)-f\left(\hat{\beta}\left(s_{m}\right)+B_{i}(s) Z\left(s_{m}-s\right), x_{i, j}\right)\right\} \\
& \partial f\left(\hat{\beta}\left(s_{m}\right)+B_{i}(s) Z\left(s_{m}-s\right), x_{i, j}\right) / \partial B_{i}(s) \cdot \tilde{K}_{h_{2}}\left(s_{m}-s\right) \\
= & \sum_{j=1}^{n_{i}} \sum_{m=1}^{M}\left\{f\left(\beta\left(s_{m}\right)+b_{i}\left(s_{m}\right), x_{i, j}\right)-f\left(\hat{\beta}\left(s_{m}\right)+B_{i}(s) Z\left(s_{m}-s\right), x_{i, j}\right)\right. \\
& \left.+\varepsilon_{i, j}\left(s_{m}\right)\right\} \times f_{i, j}^{0,1 *}\left(s_{m}, s_{m}\right) \tilde{K}_{h_{2}}\left(s_{m}-s\right)\left\{1+O_{p}\left(h_{2}^{2}\right)\right\}\left\{1+O_{p}\left(n^{-1 / 2}\right)\right\} \\
= & {\left[\sum_{j=1}^{n_{i}} \sum_{m=1}^{M}\left\{f\left(\beta\left(s_{m}\right)+b_{i}\left(s_{m}\right), x_{i, j}\right)-f\left(\beta\left(s_{m}\right)+B_{i}(s) Z\left(s_{m}-s\right)\right)\right\} .\right.} \\
& f_{i, j}^{0,1 *}\left(s_{m}, s_{m}\right) \tilde{K}_{h_{2}}\left(s_{m}-s\right)+\sum_{j=1}^{n_{i}} \sum_{m=1}^{M}\left\{f\left(\beta\left(s_{m}\right)+B_{i}(s) Z\left(s_{m}-s\right), x_{i, j}\right)\right. \\
& \left.-f\left(\hat{\beta}\left(s_{m}\right)+B_{i}(s) Z\left(s_{m}-s\right), x_{i, j}\right)\right\} f_{i, j}^{0,1 *}\left(s_{m}, s_{m}\right) \tilde{K}_{h_{2}}\left(s_{m}-s\right) \\
& \left.+\sum_{j=1}^{n_{i}} \sum_{m=1}^{M} \varepsilon_{i, j}\left(s_{m}\right) f_{i, j}^{0,1 *}\left(s_{m}, s_{m}\right) \tilde{K}_{h_{2}}\left(s_{m}-s\right)\right]\left\{1+O_{p}\left(h_{2}^{2}\right)+O_{p}\left(n^{-1 / 2}\right)\right\} \\
= & \left\{S_{i, 1}^{\prime}(s)+S_{i, 2}^{\prime}(s)+S_{i, 3}^{\prime}(s)\right\}\left\{1+O_{p}\left(h_{2}^{2}\right)+O_{p}\left(n^{-1 / 2}\right)\right\} . \tag{15}
\end{align*}
$$

Similar to calculating $U_{2}$ in (12), the three terms above can be bounded, with

$$
\begin{align*}
& S_{i, 1}^{\prime}(s) \\
= & \sum_{j=1}^{n_{i}} \sum_{m=1}^{M}\left\{f_{i, j}^{0,1}\left(s_{m}, s\right)^{\top}+O_{p}\left(h_{2}\right)\right\}\left\{0.5 \ddot{b}_{i}(s)\left(s_{m}-s\right)^{2}+o_{p}\left(h_{2}^{2}\right)\right\} f_{i, j}^{0,1 *}\left(s_{m}, s_{m}\right) . \\
& \tilde{K}_{h_{2}}\left(s_{m}-s\right) \\
= & \sum_{j=1}^{n_{i}} \sum_{m=1}^{M}\left\{f_{i, j}^{0,1}(s, s)^{\top}+O_{p}\left(h_{2}\right)\right\}\left\{0.5 \ddot{b}_{i}(s)\left(s_{m}-s\right)^{2}+o_{p}\left(h_{2}^{2}\right)\right\} . \\
& \left\{f_{i, j}^{0,1 *}(s, s)+O_{p}\left(h_{2}\right)\right\} \tilde{K}_{h_{2}}\left(s_{m}-s\right) \\
\rightarrow & {\left[\left\{\int\left\{f_{i, j}^{0,1}(s, s)^{\top}+O_{p}\left(h_{2}\right)\right\}\left\{0.5 \ddot{b}_{i}(s) h_{2}^{2} \mu^{2}+o_{p}\left(h_{2}^{2}\right)\right\}\left\{f_{i, j}^{0,1 *}(s, s)+O_{p}\left(h_{2}\right)\right\} .\right.\right.} \\
& \left.\left.K(\mu) \pi\left(s+h_{2} \mu\right) d \mu\right\} /\left\{\pi(s)+O_{p}\left(h_{2}^{2}\right)\right\}\right] \times\left[1+O_{p}\left\{\left(M h_{2}\right)^{-1 / 2}\right\}\right] \\
= & \sum_{j=1}^{n_{i}} 0.5 f_{i, j}^{0,1}(s, s)^{\top} \ddot{b}_{i}(s) h_{2}^{2} f_{i, j}^{0,1 *}(s, s)\left[1+O_{p}\left(h_{2}^{2}\right)+O_{p}\left\{\left(M h_{2}\right)^{-1 / 2}\right\}\right] .  \tag{16}\\
& S_{i, 2}^{\prime}(s) \\
= & \sum_{j=1}^{n_{i}} \sum_{m=1}^{M}\left\{f_{i, j}^{1,0}(s, s)^{\top}+\vec{O}_{p}^{\top}\left(h_{2}\right)\right\} \vec{O}_{p}\left(n^{-1 / 2}\right)\left\{f_{i, j}^{0,1 *}(s, s)+O_{p}\left(h_{2}\right)\right\} \tilde{K}_{h_{2}}\left(s_{m}-s\right) \\
\rightarrow & \sum_{j=1}^{n_{i}} \frac{f_{i, j}^{1,0}(s, s)^{\top} \vec{O}_{p}\left(n^{-1 / 2}\right) f_{i, j}^{0,1 *}(s, s)\left\{1+O_{p}\left(h_{2}\right)\right\} \pi(s)}{\pi(s)+O_{p}\left(h_{2}^{2}\right)}\left[1+O_{p}\left\{\left(M h_{2}\right)^{-1 / 2}\right\}\right], \tag{17}
\end{align*}
$$

where $\vec{O}_{p}\left(r_{n}\right)$ denotes a vector whose elements are all $O_{p}\left(r_{n}\right)$; and

$$
\begin{align*}
S_{i, 3}^{\prime}(s) & =\sum_{j=1}^{n_{i}} \sum_{m=1}^{M} \varepsilon_{i, j}\left(s_{m}\right)\left\{f_{i, j}^{0,1 *}(s, s)+O_{p}\left(h_{2}\right)\right\} \tilde{K}_{h_{2}}\left(s_{m}-s\right) \\
& =\sum_{j=1}^{n_{i}} f_{i, j}^{0,1 *}(s, s)\left\{1+O_{p}\left(h_{2}\right)\right\} \sum_{m=1}^{M} \varepsilon_{i, j}\left(s_{m}\right) \tilde{K}_{h_{2}}\left(s_{m}-s\right) \tag{18}
\end{align*}
$$

By Assumption 10 and Theorem 1 (i),

$$
\begin{align*}
& \sup _{s \in \mathcal{S}}\left|S_{i, 1}^{\prime}(s)\right| \\
\leq & \sum_{j=1}^{n_{i}} \sup _{s \in \mathcal{S}}\left|0.5 f_{i, j}^{0,1}(s, s)^{\top} \ddot{b}_{i}(s) h_{2}^{2} f_{i, j}^{0,1 *}(s, s)\left[1+O_{p}\left(h_{2}^{2}\right)+O_{p}\left\{\left(M h_{2}\right)^{-1 / 2}\right\}\right]\right| \\
= & O_{p}\left(n_{i} h_{2}^{2}\right) \tag{19}
\end{align*}
$$

$$
\begin{align*}
& \sup _{s \in \mathcal{S}}\left|S_{i, 2}^{\prime}(s)\right| \\
\leq & \sum_{j=1}^{n_{i}} \sup _{s \in \mathcal{S}}\left|f_{i, j}^{1,0}(s, s)^{\top} \vec{O}_{p}\left(n^{-1 / 2}\right) f_{i, j}^{0,1 *}(s, s)\left\{1+O_{p}\left(h_{2}\right)\right\}\left[1+O_{p}\left\{\left(M h_{2}\right)^{-1 / 2}\right\}\right]\right| \\
= & O_{p}\left(n_{i} n^{-1 / 2}\right), \tag{20}
\end{align*}
$$

and

$$
\begin{align*}
& \sup _{s \in \mathcal{S}}\left|S_{i, 3}^{\prime}(s)\right| \\
\leq & \sum_{j=1}^{n_{i}} \sup _{s \in \mathcal{S}}\left|\frac{f_{i, j}^{0,1 *}(s, s)\left\{1+O_{p}\left(h_{2}\right)\right\}}{M^{-1} \sum_{m=1}^{M} K_{h_{2}}\left(s_{m}-s\right)}\right| \sup _{s \in \mathcal{S}}\left|M^{-1} \sum_{m=1}^{M} \varepsilon_{i, j}\left(s_{m}\right) K_{h_{2}}\left(s_{m}-s\right)\right| \\
\leq & \sum_{j=1}^{n_{i}} \sup _{s \in \mathcal{S}}\left|\frac{f_{i, j}^{0,1 *}(s, s)\left\{1+O_{p}\left(h_{2}\right)\right\}}{\pi(s)+O_{p}\left(h_{2}^{2}\right)}\right| O_{p}\left\{\left(M h_{2}\right)^{-1 / 2}\left|\log h_{2}\right|^{1 / 2}\right\} \\
\rightarrow & O_{p}\left\{n_{i}\left(M h_{2}\right)^{-1 / 2}\left|\log h_{2}\right|^{1 / 2}\right\} . \tag{21}
\end{align*}
$$

We next calculate $S_{M}^{\prime \prime}\left(B_{i}^{*}(s)\right)$. Define

$$
\begin{aligned}
& b_{i}^{*}(s)=B_{i}^{*}(s)(1,0)^{\top}, \\
& f_{i, j}^{0, k *}\left(\hat{\beta}\left(s_{m}\right), B_{i}^{*}(s) Z\left(s_{m}-s\right)\right)=\partial^{k} f\left(\hat{\beta}\left(s_{m}\right)+B_{i}^{*}(s) Z\left(s_{m}-s\right), x_{i, j}\right) / \partial B_{i}^{*}(s)^{k}, \\
& f_{i, j}^{0, k}\left(\beta(s), b_{i}^{*}(s)\right)=\partial^{k} f\left(\beta(s)+b_{i}^{*}(s), x_{i, j}\right) / \partial b_{i}^{*}(s)^{k},
\end{aligned}
$$

we have

$$
f_{i, j}^{0, k}\left(\hat{\beta}\left(s_{m}\right), B_{i}^{*}(s) Z\left(s_{m}-s\right)\right)=f_{i, j}^{0, k}\left(\beta(s), b_{i}^{*}(s)\right)\left\{1+O_{p}\left(h_{2}\right)+O_{p}\left(n^{-1 / 2}\right)\right\} .
$$

Similar to (15), we have that

$$
\begin{aligned}
& S_{M}^{\prime \prime}\left(B_{i}^{*}(s)\right) \\
= & \sum_{j=1}^{n_{i}} \sum_{m=1}^{M}\left[-f_{i, j}^{0,1 *}\left(\hat{\beta}\left(s_{m}\right), B_{i}^{*}(s) Z\left(s_{m}-s\right)\right) f_{i, j}^{0,1 *}\left(\hat{\beta}\left(s_{m}\right), B_{i}^{*}(s) Z\left(s_{m}-s\right)\right)^{\top}\right. \\
+ & \left.\left\{y_{i, j}\left(s_{m}\right)-f\left(\hat{\beta}\left(s_{m}\right)+B_{i}^{*}(s) Z\left(s_{m}-s\right), x_{i, j}\right)\right\} f_{i, j}^{0,2 *}\left(\hat{\beta}\left(s_{m}\right), B_{i}^{*}(s) Z\left(s_{m}-s\right)\right)\right] \\
= & \tilde{K}_{h_{2}}\left(s_{m}-s\right) \\
= & \sum_{j=1}^{n_{i}} \sum_{m=1}^{M} f_{i, j}^{0,1 *}\left(\beta(s), b_{i}^{*}(s)\right)^{2} \tilde{K}_{h_{2}}\left(s_{m}-s\right) \\
+ & \sum_{j=1}^{n_{i}} \sum_{m=1}^{M}\left\{f\left(\beta\left(s_{m}\right)+b_{i}\left(s_{m}\right), x_{i, j}\right)-f\left(\beta\left(s_{m}\right)+B_{i}(s) Z\left(s_{m}-s\right), x_{i, j}\right)\right\} . \\
& f_{i, j}^{0,2 *}\left(\beta(s), b_{i}^{*}(s)\right) \tilde{K}_{h_{2}}\left(s_{m}-s\right) \\
+ & \sum_{j=1}^{n_{i}} \sum_{m=1}^{M}\left\{f\left(\beta\left(s_{m}\right)+B_{i}(s) Z\left(s_{m}-s\right), x_{i, j}\right)\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.-f\left(\beta\left(s_{m}\right)+B_{i}^{*}(s) Z\left(s_{m}-s\right), x_{i, j}\right)\right\} f_{i, j}^{0,2 *}\left(\beta(s), b_{i}^{*}(s)\right) \tilde{K}_{h_{2}}\left(s_{m}-s\right) \\
+ & \sum_{j=1}^{n_{i}} \sum_{m=1}^{M}\left\{f\left(\beta\left(s_{m}\right)+B_{i}^{*}(s) Z\left(s_{m}-s\right), x_{i, j}\right)\right. \\
& \left.\quad-f\left(\hat{\beta}\left(s_{m}\right)+B_{i}^{*}(s) Z\left(s_{m}-s\right), x_{i, j}\right)\right\} f_{i, j}^{0,2 *}\left(\beta(s), b_{i}^{*}(s)\right) \tilde{K}_{h_{2}}\left(s_{m}-s\right) \\
+ & \left.\sum_{j=1}^{n_{i}} \sum_{m=1}^{M} \varepsilon_{i, j}\left(s_{m}\right) f_{i, j}^{0,2 *}\left(\beta(s), b_{i}^{*}(s)\right) \tilde{K}_{h_{2}}\left(s_{m}-s\right)\right]\left\{1+O_{p}\left(h_{2}\right)+O_{p}\left(n^{-1 / 2}\right)\right\} \\
= & \left\{S_{i, 1}^{\prime \prime}(s)+S_{i, 2}^{\prime \prime}(s)+S_{i, 3}^{\prime \prime}(s)+S_{i, 4}^{\prime \prime}(s)+S_{i, 5}^{\prime \prime}(s)\right\}\left\{1+O_{p}\left(h_{2}\right)+O_{p}\left(n^{-1 / 2}\right)\right\} \tag{22}
\end{align*}
$$

It follows that

$$
\begin{equation*}
S_{i, 1}^{\prime \prime}(s)=-\sum_{j=1}^{n_{i}} f_{i, j}^{0,1 *}\left(\beta(s), b_{i}^{*}(s)\right)^{2} \tag{23}
\end{equation*}
$$

so by a Taylor expansion,

$$
\begin{align*}
& S_{i, 3}^{\prime \prime}(s) \\
= & \sum_{j=1}^{n_{i}} \sum_{m=1}^{M} f_{i, j}^{0,1 *}\left(\beta\left(s_{m}\right), B_{i}^{* *}(s) Z\left(s_{m}-s\right)\right)\left\{B_{i}^{* *}(s)-B_{i}^{*}(s)\right\} \\
& f_{i, j}^{0,2 *}\left(\beta(s), b_{i}^{*}(s)\right) \tilde{K}_{h_{2}}\left(s_{m}-s\right) \\
\rightarrow & \sum_{j=1}^{n_{i}} f_{i, j}^{0,1 *}\left(\beta(s), b_{i}^{* *}(s)\right)\left\{B_{i}^{* *}(s)-B_{i}^{*}(s)\right\} f_{i, j}^{0,2 *}\left(\beta(s), b_{i}^{*}(s)\right) \\
& {\left[1+O_{p}\left(h_{2}\right)+O_{p}\left\{\left(M h_{2}\right)^{-1 / 2}\right\}\right] } \tag{24}
\end{align*}
$$

where all elements of $B_{i}^{* *}(s)$ are between those of $B_{i}^{*}(s)$ and $B_{i}(s)$, and $b_{i}^{* *}(s)=$ $B_{i}^{* *}(s)(1,0)^{\top}$. Furthermore, similar to (19)-(21), we have that

$$
\begin{align*}
& \sup _{s \in \mathcal{S}}\left|S_{i, 2}^{\prime \prime}(s)\right| \rightarrow O_{p}\left(n_{i} h_{2}^{2}\right),  \tag{25}\\
& \sup _{s \in \mathcal{S}}\left|S_{i, 4}^{\prime \prime}(s)\right| \rightarrow O_{p}\left(n_{i} n^{-1 / 2}\right), \tag{26}
\end{align*}
$$

and

$$
\begin{equation*}
\sup _{s \in \mathcal{S}}\left|S_{i, 5}^{\prime \prime}(s)\right| \rightarrow O_{p}\left\{n_{i}\left(M h_{2}\right)^{-1 / 2}\left|\log h_{2}\right|^{1 / 2}\right\} \tag{27}
\end{equation*}
$$

We next show the uniform consistency of $\hat{b}_{i}(s)$. From (23), we know that $S_{i, 1}^{\prime \prime}(s)=$ $O_{p}(1)$ under Assumption 10. Combining (14), (19)-(21), and (23)-(27),

$$
\begin{aligned}
& \sup _{s \in \mathcal{S}}\left|\hat{b}_{i}(s)-b_{i}(s)\right| \\
= & \left\{O_{p}(1)+o_{p}(1)\right\}^{-1}\left[O_{p}\left(h_{2}^{2}\right)+O_{p}\left(n^{-1 / 2}\right)+O_{p}\left\{\left(M h_{2}\right)^{-1 / 2}\left|\log h_{2}\right|^{1 / 2}\right\}\right] .
\end{aligned}
$$

$$
\begin{aligned}
& \left\{1+O_{p}\left(h_{2}^{2}\right)+O_{p}\left(n^{-1 / 2}\right)\right\} \\
= & O_{p}\left\{h_{2}^{2}+n^{-1 / 2}+\left(M h_{2}\right)^{-1 / 2}\left|\log h_{2}\right|^{1 / 2}\right\},
\end{aligned}
$$

thus completing the proof of Theorem 2 (i).
Proof of Theorem 2 (ii). By (i),

$$
\sup _{s \in \mathcal{S}}\left|S_{i, 3}^{\prime \prime}(s)\right|=n_{i} O_{p}\left\{h_{2}^{2}+n^{-1 / 2}+\left(M h_{2}\right)^{-1 / 2}\left|\log h_{2}\right|^{1 / 2}\right\} .
$$

Consequently,

$$
\begin{align*}
& S_{M}^{\prime \prime}\left(B_{i}^{*}(s)\right) \\
\rightarrow & -\sum_{j=1}^{n_{i}} f_{i, j}^{0,1 *}(s, s)^{2}\left\{1+O_{p}\left(h_{2}^{2}\right)+O_{p}\left(n^{-1 / 2}\right)+\left(M h_{2}\right)^{-1 / 2}\left|\log h_{2}\right|^{1 / 2}\right\} \tag{28}
\end{align*}
$$

On the other hand, since $E\left(-S_{M^{\prime \prime}}^{-1} S_{i, 3}^{\prime}(s) \mid \mathcal{S}_{0}, X, b\right)=0$, by (16)-(18),

$$
\begin{align*}
& S_{M}^{\prime}\left(B_{i}(s)\right) \\
\rightarrow & \sum_{j=1}^{n_{i}}\left[0.5 f_{i, j}^{0,1}(s, s)^{\top} \ddot{b}_{i}(s) h_{2}^{2}\left\{1+o_{p}(1)\right\}+f_{i, j}^{1,0}(s, s)^{\top} \vec{O}_{p}\left(n^{-1 / 2}\right)\right] f_{i, j}^{0,1 *}(s, s) \\
& \times\left[1+O_{p}\left(h_{2}^{2}\right)+O_{p}\left(n^{-1 / 2}\right)\right] \tag{29}
\end{align*}
$$

Combining (29) and (28), it can be shown that

$$
\begin{aligned}
& E\left\{\hat{b}_{i}(s) \mid \mathcal{S}_{0}, X, b\right\}-b_{i}(s) \\
= & {\left[E\left\{\widehat{B}_{i}(s) \mid \mathcal{S}_{0}, X, b\right\}-B_{i}(s)\right](1,0)^{\top} } \\
= & \mathcal{F}_{i}(s) \sum_{j=1}^{n_{i}}\left\{0.5 f_{i, j}^{0,1}(s, s)^{\top} \ddot{b}_{i}(s) h_{2}^{2}+f_{i, j}^{1,0}(s, s)^{\top} \vec{O}_{p}\left(n^{-1 / 2}\right)\right\} f_{i, j *}^{0,1}(s, s)\left\{1+o_{p}(1)\right\},
\end{aligned}
$$

where $\mathcal{F}_{i}(s)=\left\{\sum_{j=1}^{n_{i}} f_{i, j}^{0,1 *}(s, s)^{2}\right\}^{-1}$.
Furthermore,

$$
\begin{aligned}
& \hat{b}_{i}(s)-E\left\{\hat{b}_{i}(s) \mid \mathcal{S}, X, b\right\}=S_{M}^{\prime \prime}\left(B_{i}^{*}(s)\right)^{-1} S_{i, 3}^{\prime}(s)(1,0)^{\top}\left\{1+o_{p}(1)\right\} \\
= & \mathcal{F}_{i}(s) \sum_{j=1}^{n_{i}} f_{i, j *}^{0,1}(s, s) \sum_{m=1}^{M} \varepsilon_{i, j}\left(s_{m}\right) \tilde{K}_{h_{2}}\left(s_{m}-s\right)\left\{1+o_{p}(1)\right\} .
\end{aligned}
$$

Consequently,

$$
\begin{aligned}
& \operatorname{cov}\left\{\hat{b}_{i}(s), \hat{b}_{i}(t) \mid \mathcal{S}_{0}, X, b\right\} \\
= & \mathcal{F}_{i}(s) \sum_{j=1}^{n_{i}} f_{i, j *}^{0,1}(s, s) f_{i, j *}^{0,1}(t, t)^{\top} \frac{\sum_{m=1}^{M} \sigma_{\varepsilon}^{2}\left(s_{m}\right) K_{h_{2}}\left(s_{m}-s\right) K_{h_{2}}\left(s_{m}-t\right)}{\left\{\sum_{m=1}^{M} K_{h_{2}}\left(s_{m}-s\right)\right\}\left\{\sum_{m=1}^{M} K_{h_{2}}\left(s_{m}-t\right)\right\}} .
\end{aligned}
$$

$$
\begin{aligned}
& \mathcal{F}_{i}(t)\left\{1+o_{p}(1)\right\} \\
= & \mathcal{F}_{i}(s) \sum_{j=1}^{n_{i}} \frac{\left(M h_{2}\right)^{-1} \int \sigma_{\varepsilon}^{2}\left(s+h_{2} \mu\right) K(\mu) K\left(\mu+\frac{s-t}{h_{2}}\right) \pi\left(s+h_{2} \mu\right) d \mu}{\int K(\mu) \pi\left(s+h_{2} \mu\right) d \mu \int K(\mu) \pi\left(t+h_{2} \mu\right) d \mu} \\
& f_{i, j *}^{0,1}(s, s) f_{i, j *}^{0,1}(t, t)^{\top}\left[1+O_{p}\left\{\left(M h_{2}\right)^{-1 / 2}\right\}\right]\left\{\sum_{j=1}^{n_{i}} f_{i, j *}^{0,1}(t, t)^{2}\right\}^{-1}\left\{1+o_{p}(1)\right\} \\
= & \left(M h_{2}\right)^{-1} \mathcal{F}_{i}(s) \sum_{j=1}^{n_{i}} f_{i, j *}^{0,1}(s, s) f_{i, j *}^{0,1}(t, t)^{\top} \frac{\pi(s) O_{p}(1) K^{*}((s-t) / h)}{\pi(s) \pi(t)} \mathcal{F}_{i}(t) . \\
& \left\{1+o_{p}(1)\right\},
\end{aligned}
$$

thus completing the proof of Theorem 2 (ii).
Proof of Theorem 2 (iii)-(iv). By (i) and (ii),

$$
\begin{aligned}
& E\left[\left\{\hat{b}_{i}(s)-b_{i}(s)\right\}^{\otimes} \mid \mathcal{S}_{0}, X, b\right] \\
= & {\left[E\left\{\hat{b}_{i}(s)-b_{i}(s) \mid \mathcal{S}_{0}, X, b\right\}\right]^{\otimes}+\operatorname{var}\left[\left\{\hat{\mathrm{b}}_{\mathrm{i}}(\mathrm{~s})-\mathrm{b}_{\mathrm{i}}(\mathrm{~s})\right\} \mid \mathcal{S}_{0}, \mathrm{X}, \mathrm{~b}\right] } \\
= & {\left[\mathcal{F}_{i}(s) \sum_{j=1}^{n_{i}}\left\{0.5 f_{i, j}^{0,1}(s, s)^{\top} \ddot{b}_{i}(s) h_{2}^{2}+f_{i, j}^{1,0}(s, s)^{\top} \vec{O}_{p}\left(n^{-1 / 2}\right)\right\} f_{i, j *}^{0,1}(s, s)\right]^{\otimes} . } \\
& \left\{1+o_{p}(1)\right\} \\
& +\left(M h_{2}\right)^{-1} v_{0}(K) \pi(s)^{-1} \mathcal{F}_{i}(s) \sum_{j=1}^{n_{i}} f_{i, j *}^{0,1}(s, s)^{\otimes} \mathcal{F}_{i}(s) O_{p}(1) .
\end{aligned}
$$

As $E\left[\left\{\hat{b}_{i}(s)-b_{i}(s)\right\}^{\otimes} \mid X, b\right]=E\left(E\left[\left\{\hat{b}_{i}(s)-b_{i}(s)\right\}^{\otimes} \mid \mathcal{S}, X, b\right] \mid \mathcal{S}\right)$, we conclude that (iii) and (iv) hold.

## A.4. Proof of Theorem 3

Proof of Theorem 3. Since (ii) follows immediately from (i) [42], we only prove (i) here. Defining $\Delta_{i}(s)=\hat{b}_{i}(s)-b_{i}(s)$, it can be shown that

$$
\begin{align*}
\hat{\Sigma}_{b}(s, t)= & N^{-1} \sum_{i=1}^{n} n_{i} \hat{b}_{i}(s) \hat{b}_{i}(t)^{\top} \\
= & N^{-1} \sum_{i=1}^{n} n_{i} b_{i}(s) b_{i}(t)^{\top}+N^{-1} \sum_{i=1}^{n} n_{i} b_{i}(s) \Delta_{i}(t)^{\top} \\
& +N^{-1} \sum_{i=1}^{n} n_{i} \Delta_{i}(s) b_{i}(t)^{\top}+N^{-1} \sum_{i=1}^{n} n_{i} \Delta_{i}(s) \Delta_{i}(t)^{\top} \\
= & (\mathrm{I})+(\mathrm{II})+(\mathrm{III})+(\mathrm{IV}) . \tag{30}
\end{align*}
$$

We first examine (I). By Assumption 6, $\left\{b_{i}(s) b_{i}(t)^{\top}\right\}$ is $P$-Donsker so that $N^{-1} \sum_{i=1}^{n} n_{i} b_{i}(s) b_{i}(t)^{\top}$ converges to a centered Gaussian process with a covariance matrix of $\Sigma^{b}(s, t)$. Therefore,

$$
\begin{equation*}
\sup _{(s, t)}\left|N^{-1} \sum_{i=1}^{n} n_{i} b_{i}(s) b_{i}(t)^{\top}-\Sigma^{b}(s, t)\right|=O_{p}\left(n^{-1 / 2}\right) . \tag{31}
\end{equation*}
$$

We next examine (II). Define $S_{i, k}^{*}(s)=\left\{\sum_{j=1}^{n_{i}} f_{i, j}^{0,1 *}(s, s)^{2}\right\}^{-1} S_{i, k}^{\prime}(s)(1,0)^{\top}$ $(k=1,2,3)$. From the proof of Theorem 1, $\Delta_{i}(s)=\left\{S_{i, 1}^{*}(s)+S_{i, 2}^{*}(s)+\right.$ $\left.S_{i, 3}^{*}(s)\right\}\left\{1+o_{p}(1)\right\}$. Consequently,

$$
\begin{aligned}
& N^{-1} \sum_{i=1}^{n} n_{i} b_{i}(s) \Delta_{i}(t)^{\top} \\
\leq & N^{-1}\left\{\left|\sum_{i=1}^{n} n_{i} b_{i}(s) S_{i, 1}^{*}(t)^{\top}\right|+\left|\sum_{i=1}^{n} n_{i} b_{i}(s) S_{i, 2}^{*}(t)^{\top}\right|+\left|\sum_{i=1}^{n} n_{i} b_{i}(t) S_{i, 3}^{*}(t)^{\top}\right|\right\} \\
& \left\{1+o_{p}(1)\right\}
\end{aligned}
$$

where

$$
\begin{aligned}
& N^{-1}\left|\sum_{i=1}^{n} n_{i} b_{i}(s) S_{i, 1}^{*}(t)^{\top}\right| \\
\leq & N^{-1} \sum_{i=1}^{n} n_{i} \sup _{s \in \mathcal{S}}\left|b_{i}(s)\right|(1,0) \sup _{t \in \mathcal{S}}\left|S_{i, 1}^{\prime}(t)^{\top}\right| \mathcal{F}_{i}(t)=O_{p}\left(h_{2}^{2}\right)
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
& N^{-1}\left|\sum_{i=1}^{n} n_{i} b_{i}(s) S_{i, 2}^{*}(t)^{\top}\right| \\
\leq & N^{-1} \sum_{i=1}^{n} n_{i} \sup _{s \in \mathcal{S}}\left|b_{i}(s)\right|(1,0) \sup _{s \in \mathcal{S}}\left|S_{i, 2}^{\prime}(t)^{\top}\right| \mathcal{F}_{i}(t)=O_{p}\left(n^{-1 / 2}\right)
\end{aligned}
$$

It follows from Lemma A. 5 that

$$
\begin{aligned}
& \sup _{(s, t)} N^{-1}\left|\sum_{i=1}^{n} n_{i} b_{i}(s) S_{i, 3}^{*}(t)^{\top}\right| \\
\leq & \sup _{(s, t)} N^{-1}\left|\sum_{i=1}^{n} n_{i} \bar{\varepsilon}_{i}(t) b_{i}(s)\right|(1,0) \sup _{t, x_{i, j}}\left|f_{i, j}^{0,1 *}(t, t)^{\top}\right| \sup _{t, x_{i, j}} n_{i} \mathcal{F}_{i}(t)\left\{1+o_{p}(1)\right\} \\
= & O_{p}\left\{(\log n / n)^{1 / 2}\right\},
\end{aligned}
$$

from which we obtain that

$$
\begin{equation*}
\sup _{(s, t)}(\mathrm{II})=O_{p}\left\{h_{2}^{2}+(\log n / n)^{1 / 2}\right\} \tag{32}
\end{equation*}
$$

Similarly, for (III),

$$
\begin{equation*}
\sup _{(s, t)}(\mathrm{III})=O_{p}\left\{h_{2}^{2}+(\log n / n)^{1 / 2}\right\} \tag{33}
\end{equation*}
$$

Lastly, express (IV) as

$$
\begin{aligned}
& \left|\sum_{i=1}^{n} n_{i} \Delta_{i}(s) \Delta_{i}(t)^{\top}\right| \\
\leq & \sup _{(s, t)}\left|\sum_{i=1}^{n} n_{i} S_{i, 1}^{*}(s) S_{i, 1}^{*}(t)^{\top}\right|+\underset{(s, t)}{\sup _{i=1}} \sum_{i=1}^{n} n_{i} S_{i, 2}^{*}(s) S_{i, 2}^{*}(t)^{\top} \mid \\
& +\sup _{(s, t)}\left|\sum_{i=1}^{n} n_{i} S_{i, 3}^{*}(s) S_{i, 3}^{*}(t)^{\top}\right|+\underset{(s, t)}{2 \sup ^{\top}}\left\{\left|\sum_{i=1}^{n} n_{i} S_{i, 1}^{*}(s) S_{i, 2}^{*}(t)^{\top}\right|\right. \\
& \left.+\left|\sum_{i=1}^{n} n_{i} S_{i, 1}^{*}(s) S_{i, 3}^{*}(t)^{\top}\right|+\left|\sum_{i=1}^{n} n_{i} S_{i, 1}^{*}(s) S_{i, 3}^{*}(t)^{\top}\right|\right\}
\end{aligned}
$$

Since

$$
\begin{aligned}
& \sup _{s \in \mathcal{S}}\left|S_{i, 1}^{*}(s)\right| \\
= & \sup _{s \in \mathcal{S}}\left|\mathcal{F}_{i}(s) \sum_{j=1}^{n_{i}} 0.5 f_{i, j}^{0,1}(s, s)^{\top} \ddot{b}_{i}(s) h_{2}^{2} f_{i, j}^{0,1 *}(s, s)\left[1+o_{p}(1)\right]\right|=O_{p}\left(h_{2}^{2}\right),
\end{aligned}
$$

we have that

$$
\begin{equation*}
\sup _{(s, t)} N^{-1}\left|\sum_{i=1}^{n} n_{i} S_{i, 1}^{*}(s) S_{i, 1}^{*}(t)^{\top}\right|=O_{p}\left(h_{2}^{4}\right) \tag{34}
\end{equation*}
$$

Similarly,

$$
\begin{aligned}
& \sup _{s \in \mathcal{S}}\left|S_{i, 2}^{*}(s)\right| \\
= & \sup _{s \in \mathcal{S}}\left|\mathcal{F}_{i}(s) \sum_{j=1}^{n_{i}} f_{i, j}^{1,0}(s, s)^{\top} \vec{O}_{p}\left(n^{-1 / 2}\right) f_{i, j}^{0,1 *}(s, s)\left\{1+o_{p}(1)\right\}\right|=O_{p}\left(n^{-1 / 2}\right),
\end{aligned}
$$

and so

$$
\begin{equation*}
\sup _{(s, t)} N^{-1}\left|\sum_{i=1}^{n} n_{i} S_{i, 2}^{*}(s) S_{i, 2}^{*}(t)^{\top}\right|=O_{p}\left(n^{-1}\right) \tag{35}
\end{equation*}
$$

By Lemma A.5,

$$
\begin{align*}
& \sup _{(s, t)} N^{-1}\left|\sum_{i=1}^{n} n_{i} S_{i, 3}^{*}(s) S_{i, 3}^{*}(t)^{\top}\right| \\
= & \sup _{(s, t)} N^{-1}\left|\sum_{i=1}^{n} n_{i} \bar{\varepsilon}_{i}(s) \bar{\varepsilon}_{i}(t) n \mathcal{F}_{i}(s) n \mathcal{F}_{i}(t)\left\{1+o_{p}(1)\right\}\right| \\
= & O_{p}(1) \sup _{(s, t)} N^{-1}\left|\sum_{i=1}^{n} n_{i} \bar{\varepsilon}_{i}(s) \bar{\varepsilon}_{i}(t)\right|=O_{p}\left\{\left(M h_{2}\right)^{-1}+(\log n / n)^{1 / 2}\right\}, \tag{36}
\end{align*}
$$

$$
\begin{align*}
& \sup _{(s, t)} N^{-1}\left|\sum_{i=1}^{n} n_{i} S_{i, 1}^{*}(s) S_{i, 2}^{*}(t)^{\top}\right| \\
= & \sup _{(s, t)} N^{-1}\left|\sum_{i=1}^{n} n_{i} \mathcal{F}_{i}(s) \sum_{j=1}^{n_{i}} 0.5 f_{i, j}^{0,1}(s, s)^{\top} \ddot{b}_{i}(s) h_{2}^{2} f_{i . j}^{0.1 *}(s, s) O_{p}\left(n^{-1 / 2}\right)\right| \\
= & O_{p}\left(h_{2}^{2} n^{-1 / 2}\right) \tag{37}
\end{align*}
$$

and

$$
\begin{align*}
& \sup _{(s, t)} N^{-1}\left|\sum_{i=1}^{n} n_{i} S_{i, 1}^{*}(s) S_{i, 3}^{*}(t)^{\top}\right| \\
= & \sup _{(s, t)} N^{-1} \mid \sum_{i=1}^{n} n_{i} \bar{\varepsilon}_{i}(t)\left\{\mathcal{F}_{i}(s) \sum_{j=1}^{n_{i}} 0.5 f_{i . j}^{0.1}(s, s)^{\top} \ddot{b}_{i}(s) h_{2}^{2} f_{i, j}^{0,1 *}(s, s)\right\} n \mathcal{F}_{i}(t) \\
& \left\{1+o_{p}(1)\right\} \mid \\
= & O_{p}(1) \sup _{(s, t)} N^{-1}\left|\sum_{i=1}^{n} n_{i} \bar{\varepsilon}_{i}(t) \ddot{b}_{i}(s) h_{2}^{2}\right| \\
= & O_{p}\left\{(\log n / n)^{1 / 2}\right\} . \tag{38}
\end{align*}
$$

Then by Lemma A.2,

$$
\begin{align*}
& \sup _{(s, t)} N^{-1}\left|\sum_{i=1}^{n} n_{i} S_{i, 2}^{*}(s) S_{i, 3}^{*}(t)^{\top}\right|=\sup _{(s, t)} N^{-1}\left|\sum_{i=1}^{n} n_{i} \bar{\varepsilon}_{i}(t) O_{p}\left(n^{-1 / 2}\right) n \mathcal{F}_{i}(t)\right| \\
= & O_{p}\left\{\left(M n h_{2}\right)^{-1 / 2}\left|\log h_{1}\right|^{1 / 2}\right\} . \tag{39}
\end{align*}
$$

Combining (34)-(39),

$$
\begin{equation*}
\sup _{(s, t)}(\mathrm{IV})=O_{p}\left\{h_{2}^{4}+\left(M h_{2}\right)^{-1}+(\log n / n)^{1 / 2}\right\} \tag{40}
\end{equation*}
$$

Consequently, combining (31)-(33) and (40) with (30),

$$
\sup _{(s, t)}\left|\hat{\Sigma}^{b}(s, t)-\Sigma^{b}(s, t)\right|=O_{p}\left\{h_{2}^{2}+\left(M h_{2}\right)^{-1}+(\log n / n)^{1 / 2}\right\} .
$$

This completes the proof of Theorem 3.

## A.5. Proof of Theorem 4

Proof. Using similar arguments as in Theorem 7 of Zhang \& Chen (2007), the conclusion of Theorem 4(i) holds. Therefore we omit the proof of Theorem 4(i) here.

We next show Theorem 4(ii). Recall that $d(s)=R[\widetilde{\beta}(s)-\operatorname{BIAs}\{\widetilde{\beta}(s)\}]-$ $b_{0}(s)$. Let $\nu(s)=\left\{R \widehat{\Sigma}(s, s) R^{\top}\right\}^{-1 / 2} d(s)$ and $\operatorname{AGP}(\eta, \gamma)$ denotes an asymptotic

Gaussian process with mean function $\eta(t)$ and covariance function $\gamma(s, t)$. Under $H_{1 n}$, from the proof of Theorem 1(ii), we know $\nu(s) \sim \operatorname{AGP}\left(\eta_{\nu}, \gamma_{\nu}\right)$, where $\eta_{\nu}(s)=\left\{R \widehat{\Sigma}(s, s) R^{\top}\right\}^{-1 / 2} n^{-\kappa / 2} d(s)$ and $\gamma_{\nu}(s, t)=\left\{\gamma_{\nu, i j}(s, t)\right\}_{1 \leq i, j \leq p_{0}}$ with $\gamma_{\nu, i j}(s, t)=\operatorname{cov}\left(\nu_{i}(s), \nu_{j}(t)\right)$. Using Mercer's theorem, then there exists a set of orthonormal basis functions $\boldsymbol{\zeta}_{k}=\left(\zeta_{k 1}, \cdots, \zeta_{k p_{0}}\right)$ in $\mathcal{H}$ such that

$$
\gamma_{\nu}(s, t)=\sum_{k=1}^{\infty} \lambda_{k} \boldsymbol{\zeta}_{k}(s) \boldsymbol{\zeta}_{k}^{\top}(t)
$$

where $\mathcal{H}$ is a Hibert space of $p_{0}$-dimensional vectors of functions in $L_{2}(\mathcal{S})$ with $\left\langle\boldsymbol{\zeta}_{k}, \boldsymbol{\zeta}_{k^{\prime}}\right\rangle_{\mathcal{H}}=\delta_{k k^{\prime}}$ and $\lambda_{1}, \ldots, \lambda_{k}, \ldots$ are the decreasingly-ordered eigenvalues of $\gamma_{\nu}(s, t)$. Without loss of generality, let $m$ denote the number of positive eigenvalues. When all the eigenvalues are positive, we let $m=\infty$. Let $\xi_{k}=\left\langle\nu, \boldsymbol{\zeta}_{k}\right\rangle_{\mathcal{H}}$, we know $\xi_{k} \sim N\left(\mu_{k}, \lambda_{k}\right)$, where $\mu_{k}=\left\langle\eta_{\nu}, \boldsymbol{\zeta}_{k}\right\rangle_{\mathcal{H}}$. It then follows Thereom 1 of [39], we have

$$
S_{N}=\int_{0}^{1} \nu(s)^{\top} \nu(s) \mathrm{d} s=\sum_{k=1}^{m} \lambda_{k} A_{k}+\sum_{k=m+1}^{\infty} \mu_{k}^{2}
$$

where $A_{k} \sim \chi^{2}\left(\lambda_{k}^{-1} \mu_{k}^{2}\right)$. Note that the null distribution of $S_{N}$ is mixture of $\chi^{2}$ since $\mu_{k}=0$ holds under $H_{0}$. Under $H_{1 n}$, we have $\mu_{k}^{2}=n^{1-\kappa} \phi_{k}^{2}$, where $\phi_{k}=\sum_{j=1}^{p_{0}} \int_{0}^{1}\left\{R n \widehat{\Sigma}(s, s) R^{\top}\right\}^{-1 / 2} d_{j}(s) \zeta_{k j}(s) \mathrm{d} s$. Therefore, we have

$$
S_{N}=\sum_{k=1}^{m} \lambda_{k} Z_{k}^{2}+2 n^{(1-\kappa) / 2} \phi_{\lambda} Z_{k}+n^{1-\kappa} \phi^{2}
$$

where $\phi_{\lambda}=\sum_{k=1}^{m} \lambda_{k}^{1 / 2} \phi_{k}, \phi^{2}=\sum_{k=1}^{m} \phi_{k}^{2}>0$, and $Z_{K} \sim N(0,1)$. Using similar arguments in Theorem 3 of [39], we know that $S_{N} \sim A N\left(n^{1-\kappa} \phi^{2}, 4 n^{1-\kappa} \phi_{k}^{2}\right)$ under $H_{1 n}$. Therefore, we have $P\left(S_{N}>S_{N, \alpha} \mid H_{1 n}\right)=\Phi\left\{n^{(1-\kappa) / 2} \phi^{2} /\left(2 \phi_{k}\right)\right\}+$ $o(1) \rightarrow 1$ as $n \rightarrow \infty$. Hence, we have completed the proof of Theorem 4.

## A.6. Proof of Theorem 5

Proof. Recalling the uniform consistency of $\hat{\beta}$ and $\hat{b}_{i}$ established in Theorems 1 and 2, we approximate $\log L_{\theta(s)}$ as

$$
\begin{aligned}
& \log L_{\theta(s)}^{*} \\
&=-\frac{1}{2} \sum_{i=1}^{n}\left[\log \left|\Sigma_{i}(s)\right|+\sigma_{\varepsilon}^{2}(s)\left\{\hat{\omega}_{i}(s)-\hat{X}_{i}(s) \beta(s)\right\}^{\top} \Sigma_{i}(s)^{-1}\left\{\hat{\omega}_{i}(s)-\hat{X}_{i}(s) \beta(s)\right\}\right] \\
&-\frac{N}{2} \log \left(2 \pi \sigma^{2}\right) .
\end{aligned}
$$

Define $r_{i}(s)=\hat{\omega}_{i}(s)-\hat{X}_{i}(s) \beta(s)$ and

$$
\tilde{G}(s)^{(g)}=n^{1 / 2} \sum_{m=1}^{M} \tilde{K}_{h_{1}}\left(s_{m}-s\right)\left\{\Sigma_{X}\left(s_{m}\right) \sum_{i=1}^{n} \hat{X}_{i}\left(s_{m}\right)^{\top} \Sigma_{i}\left(s_{m}\right)^{-1} r_{i}\left(s_{m}\right) \tau_{i}^{(g)}\right\}
$$

We will prove Theorem 5 in three steps. First, we establish the unconditional weak convergence of $\tilde{G}(s)^{(g)}$. Second, we prove the weak convergence of $\tilde{G}(s)^{(g)}$ conditional on the data. Third, we prove the weak convergence of $G(s)^{(g)}$ conditional on the data by showing that $\tilde{G}(s)^{(g)}$ and $G(s)^{(g)}$ are asymptotically equivalent as $n \rightarrow \infty$.

First, noting that

$$
\frac{\partial \log L_{\theta(s)}^{*}}{\partial \beta(s)}=-\sigma_{\varepsilon}^{2}(s) \sum_{i=1}^{n} \hat{X}_{i}(s)^{\top} \Sigma_{i}(s)^{-1}\left\{\hat{\omega}_{i}(s)-\hat{X}_{i}(s) \beta(s)\right\}
$$

and

$$
\frac{\partial^{2} \log L_{\theta(s)}^{*}}{\partial \beta(s)^{2}}=\sigma_{\varepsilon}^{2}(s) \sum_{i=1}^{n} \hat{X}_{i}(s)^{\top} \Sigma_{i}(s)^{-1} \hat{X}_{i}(s)
$$

we have that

$$
\tilde{G}(s)^{(g)} \approx n^{1 / 2} \sum_{m=1}^{M} \tilde{K}_{h_{1}}\left(s_{m}-s\right)\left[\left\{\frac{\partial^{2} \log L_{\theta\left(s_{m}\right)}^{*}}{\partial \beta\left(s_{m}\right)^{2}}\right\}^{-1} \sum_{i=1}^{n} \tau_{i}^{(g)} \frac{\partial \log P_{\theta}\left(i, s_{m}\right)}{\partial \beta\left(s_{m}\right)}\right]
$$

Treating $\tau_{i}^{(g)} \partial \log P_{\theta}\left(i, s_{m}\right) / \partial \beta\left(s_{m}\right)$ as a new covariate vector, we can apply the arguments in the proof of Theorem 1 (i) to conclude that $\tilde{G}(s)^{(g)}$ converges weakly to $\tilde{G}(s)$ and, thus, $\tilde{G}(s)^{(g)}$ is asymptotically measurable.

Second, rewrite $\tilde{G}(s)^{(g)}$ as

$$
\tilde{G}(s)^{(g)} \approx n^{1 / 2} \sum_{i=1}^{n} \tau_{i}^{(g)} \sum_{m=1}^{M} \tilde{K}_{h_{1}}\left(s_{m}-s\right)\left\{\frac{\partial^{2} \log L_{\theta\left(s_{m}\right)}^{*}}{\partial \beta\left(s_{m}\right)^{2}}\right\}^{-1} \frac{\partial \log P_{\theta}\left(i, s_{m}\right)}{\partial \beta\left(s_{m}\right)} .
$$

Therefore, conditional on the data, $\tilde{G}(s)^{(g)}$ is a normal random vector with a mean of zero. To calculate its variance, we take an expectation with respect to $\tau_{i}^{(g)}$ and obtain

$$
\begin{aligned}
\operatorname{var}_{\tau}\left[\tilde{G}(s)^{(g)}\right] & \approx n \sum_{i=1}^{n}\left\{\sum_{m=1}^{M} \tilde{K}_{h_{1}}\left(s_{m}-s\right)\left(\frac{\partial^{2} \log L_{\theta\left(s_{m}\right)}^{*}}{\partial \beta\left(s_{m}\right)^{2}}\right)^{-1} \frac{\partial \log P_{\theta}\left(i, s_{m}\right)}{\partial \beta\left(s_{m}\right)}\right\}^{\otimes} \\
& \rightarrow n^{-1} \sum_{i=1}^{n}\left\{\sum_{m=1}^{M} \tilde{K}_{h_{1}}\left(s_{m}-s\right) I_{\beta\left(s_{m}\right)}^{-1} \frac{\partial \log P_{\theta}\left(i, s_{m}\right)}{\partial \beta\left(s_{m}\right)}\right\}^{\otimes}
\end{aligned}
$$

Since $E\left\{\partial \log P_{\theta}\left(i, s_{m}\right) / \partial \beta\left(s_{m}\right)\right\}=0$,

$$
\begin{aligned}
\operatorname{var}_{\tau}\left\{\tilde{G}(s)^{(g)}\right\} & \rightarrow E\left\{\sum_{m=1}^{M} \tilde{K}_{h_{1}}\left(s_{m}-s\right) I_{\beta\left(s_{m}\right)}^{-1} \frac{\partial \log P_{\theta}\left(i, s_{m}\right)}{\partial \beta\left(s_{m}\right)}\right\}^{\otimes} \\
& =\operatorname{var}\left\{\sum_{m=1}^{M} \tilde{K}_{h_{1}}\left(s_{m}-s\right) I_{\beta\left(s_{m}\right)}^{-1} \frac{\partial \log P_{\theta}\left(i, s_{m}\right)}{\partial \beta\left(s_{m}\right)}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& =\operatorname{var}\left[\frac{V(s) \pi(s)+O_{p}\left(h_{2}^{2}\right)}{\pi(s)+O_{p}\left(h_{2}^{2}\right)}\left\{1+\left(M h_{2}\right)^{-1 / 2}\right\}\right] \\
& =\Sigma(s, s)+O_{p}\left\{h_{2}^{2}+\left(M h_{2}\right)^{-1 / 2}\right\} .
\end{aligned}
$$

Similarly, we can show that

$$
\operatorname{cov}_{\tau}\left\{\tilde{G}(s)^{(g)}, \tilde{G}(t)^{(g)}\right\}=\Sigma(s, t)+O_{p}\left\{h_{2}^{2}+\left(M h_{2}\right)^{-1 / 2}\right\}
$$

Following the proof of Theorem 5 in [42], we can obtain the weak convergence of $\tilde{G}(s)^{(g)}$ via the Cramer-Wald method. From these arguments, we can conclude that

$$
\begin{aligned}
\Delta_{n, \beta}= & n^{-1} \sup _{s \in \mathcal{S}} \sum_{i=1}^{n} \operatorname{tr}\left\{\sum _ { m = 1 } ^ { M } \tilde { K } _ { h _ { 1 } } ( s _ { m } - s ) \left(\Sigma _ { X } ( s _ { m } ) \left[\hat{X}_{i}\left(s_{m}\right)^{\top} \Sigma_{i}\left(s_{m}\right)^{-1}\right.\right.\right. \\
& \left.\left.\left.\left\{\hat{\beta}\left(s_{m}\right)-\beta\left(s_{m}\right)\right\}\right\}^{\otimes}\right)\right\} \\
= & n^{-1} \sup _{s \in \mathcal{S}} \operatorname{tr}\left[\sum_{m=1}^{M} \tilde{K}_{h_{1}}\left(s_{m}-s\right)\left\{\Sigma_{X}\left(s_{m}\right) O_{p}(1)\right\}\right] \\
= & O_{p}\left(n^{-1}\right) .
\end{aligned}
$$

This completes the proof of Theorem 5.
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