Annales de I’Institut Henri Poincaré - Probabilités et Statistiques

2020, Vol. 56, No. 3, 2081-2107 ANNALES

DE LINSTITUT
https://doi.org/10.1214/19-AIHP1029 HENRI
© Association des Publications de I’Institut Henri Poincaré, 2020 POINCARE
PROBABILITES

ET STATISTIQUES

www.imstat.org/aihp

Bayesian linear inverse problems in regularity scales

Shota Gugushvili?, Aad van der Vaart® and Dong Yan®

aBiometris, Wageningen University & Research, The Netherlands. E-mail: gugushvili@ gmail.com
YMathematical Institute, Leiden University, The Netherlands. E-mail: avdvaart@math.leidenuniv.nl; d.yan@math.leidenuniv.nl

Received 22 March 2018; revised 2 September 2019; accepted 7 October 2019

Abstract. We obtain rates of contraction of posterior distributions in inverse problems defined by scales of smoothness classes. We
derive abstract results for general priors, with contraction rates determined by Galerkin approximation. The rate depends on the amount
of prior concentration near the true function and the prior mass of functions with inferior Galerkin approximation. We apply the general
result to non-conjugate series priors, showing that these priors give near optimal and adaptive recovery in some generality, Gaussian
priors, and mixtures of Gaussian priors, where the latter are also shown to be near optimal and adaptive. The proofs are based on
general testing and approximation arguments, without explicit calculations on the posterior distribution. We are thus not restricted to
priors based on the singular value decomposition of the operator. We illustrate the results with examples of inverse problems resulting
from differential equations.

Résumé. Nous obtenons le taux de contraction des distributions a posteriori dans les probléemes inverses définis par des classes
d’échelles de régularité. Nous obtenons des résultats abstraits pour des lois a posteriori générales déterminées par des approximations
de type Galerkin. Le taux dépend du niveau de concentration de la loi a priori au voisinage des vrais parametres et de la probabilité
a priori de ’ensemble des parameétres avec approximation Galerkin inférieure. Nous appliquons le résultat abstrait a trois types de
lois a priori : au cas des séries aléatoires non conjuguées, montrant ainsi que ces mesures a priori donnent une récupération presque
optimale sous des hypotheses assez générales ; au cas des mesures gaussiennes ; et au cas des mélanges de gaussiennes, ou il est
également démontré que ces derniers sont presque optimaux et adaptatifs. Les preuves sont basées sur des tests statistiques et argu-
ments d’approximation, sans calculs explicites sur la loi a posteriori. Nous ne sommes donc pas limités aux lois a priori basées sur
la décomposition en valeurs singulieres de 1I’opérateur. Nous illustrons les résultats par des exemples de problemes inverses résultant
d’équations différentielles.
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1. Introduction

In a statistical inverse problem one observes a noisy version of a transformed signal A f and wishes to recover the unknown
parameter f. In this paper we consider linear inverse problems of the type

Y<")=Af+ig (1.1)
Nk .
where A : H — G is a known bounded linear operator between separable Hilbert spaces H and G, and £ is a stochastic
‘noise’ process, which is multiplied by the scalar ‘noise level’ n~1/2. The problem is to infer f from the observation
Y™ . To this purpose we assume that the forward operator A is injective, but we shall be interested in the case that
the inverse A~!, defined on the range of A is not continuous (or equivalently the range of A is not closed in G). The
problem of recovering f from Y is then ill-posed, and regularization methods are necessary in order to ‘invert’ the
operator A. These consist of constructing an approximation to A~!, with natural properties such as boundedness and
whose domain includes the data ¥ ™, and applying this to ¥ ™. By the discontinuity of the inverse A~!, the noise present
in the observation is necessarily multiplied, and regularization is focused on balancing the error in the approximation to
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A~ to the size of the magnified noise, in order to obtain a solution that is as close as possible to the true signal f. In
this article we study this through the convergence rates of the regularized solutions to a true parameter f, as n — oo,
i.e. as the noise level tends to zero. In particular, we consider contraction rates of posterior distributions resulting from a
Bayesian approach to the problem.

There is a rich literature on inverse problems. The case that the noise £ is a bounded deterministic perturbation,
has been particularly well studied, and various general procedures and methods to estimate the convergence rates of
regularized solutions have been proposed. See the monographs [14,29]. The case of stochastic noise is less studied, but
is receiving increasing attention. In this paper we shall be mostly interested in the case that £ is white noise indexed by
the Hilbert space G, i.e. the isonormal process, which is characterized by the requirement that (§, w)¢ is a zero-mean
Gaussian variable with variance ||w ||2G, for every w € G, where (-, )¢ and || - || are the inner product and norm in in G.
Actually the isonormal process cannot be realized as a Borel-measurable map into G, and hence we need to interpret (1.1)
in a generalized sense. In our measurement model the observation Y™ will be a stochastic process Y w):weG)
such that

Ywmo:MﬁwG+ifwm weG, (1.2)

7

where & = (§(w) : w € G) is the iso-normal process, i.e. a zero-mean Gaussian process with covariance function
E(E(w1)é(w2)) = (wy, wa)g. The processes Y™ and & are viewed as measurable maps in the sample space RY, with
its product o-field. Statistical sufficiency considerations show that the observation can also be reduced to the vector
Y (wy), Y™ (ws), ...), which takes values in the sample space R*°, for any orthonormal basis (w;);cn of G. Since
in that case the variables £(w1), §(w>), ... are stochastically independent standard normal variables, the coordinates
Y ™ (w;) of this vector are independent random variables with normal distributions with means (Af, w;)¢ and variance
1/n. This is known as the Gaussian sequence model in statistics, albeit presently the ‘drift function” Af involves the
operator A. See [4,27] and references therein.

An alternative method to give a rigorous interpretation to white noise &, is to embed G into a bigger space in which
& can be realized as a Borel measurable map, or to think of £ as a cylindrical process. See e.g., [51]. For G a set of
functions on an interval, one can also realize £ as a stochastic integral relative to Brownian motion, which takes its values
in the ‘abstract Wiener space’ attached to G. We shall not follow these constructions, as they imply the stochastic process
version (1.2), which is easier to grasp and will be the basis for our proofs.

It is also possible to consider the model (1.1) with a noise variable & that takes its values inside the Hilbert space G.
In this paper we briefly note some results on this ‘coloured noise’ model, but our main focus is model (1.2).

The study of statistical (nonparametric) linear inverse problems was initiated by Wahba in 1970s in [60]. The 1990s
paper [12] used wavelet shrinkage methods, while around 2000, the authors of [9] investigated (1.1) in the linear partial
differential equations setting, while a systematic study of Gaussian sequence models was presented in [8]. A review of
work until 2008 is given in [7]. The connection of regularization methods to the Bayesian approach was recognized early
on. However, the study of the recovery properties of posterior distributions was started only in [31,32]. A review of the
Bayesian approach to inverse problems, with many examples, is given in [52].

In the present paper we follow the Bayesian approach. This consists of putting a probability measure on f, the prior,
that quantifies one’s prior beliefs on f, and next, after collecting the data, updating the prior to the posterior measure,
through Bayes’ formula. As always, this is the conditional distribution of f given ¥ in the model, where f follows
the prior measure IT, a Borel probability distribution on H, and given f the variable ¥ ™ has the conditional distribution
on RC determined by (1.2). For a given f € H the latter conditional distribution is dominated by its distribution under
f = 0. The Radon—Nikodym densities y p(fn)(y) of the conditional distributions can be chosen jointly measurable in
(v, f), and by Bayes’ formula the posterior distribution of f is the Borel measure on H given by

 ppP @ yanics)
[ @)ydnics)

M,(f € BlY™) (1.3)

The form of the densities p(") is given by the (abstract) Cameron—Martin formula, but will not be needed in the following

(see Lemma 9.1). In the Bayesian paradigm the posterior distribution encompasses all the necessary information for
inference on f. An attractive feature of the Bayesian approach is that it not only offers an estimation procedure, through
a measure of ‘center’ of the posterior distribution, but also provides a way to conduct uncertainty quantification, through
the spread in the posterior distribution.

One hopes that as the noise level tends to zero, i.e. n — 00, the posterior measures (1.3) will contract to a Dirac
measure at fo if in reality ¥ is generated through the model (1.2) with f = fy. We shall be interested in the rate of
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contraction. Following [16,18,19] we say that a sequence ¢, | O is a rate of posterior contraction to f if, for a fixed
sufficiently large constant M, and n — oo,

(n)
f
. (f:ILf = follw > Mea|Y™) = 0. (1.4)

We shall use the general approach to establishing such rates of contraction, based on a prior mass condition and testing
condition, explained in [18]. This was adapted to the inverse setup in [30], who in a high level result show how to obtain
an inverse rate from a rate in the forward problem and a continuity modulus of the restriction of the operator to suitable
sets on which the posterior concentrates.

Much of the existing work on statistical inverse problems is based on the singular value decomposition (SVD) of the
operator A; see, e.g., [7]. When A is compact, the operator A*A, where A* is the adjoint of A, can be diagonalized with
respect to an orthonormal eigenbasis, with eigenvalues tending to zero. The observation ¥ " can then be reduced to noisy
observations on the Fourier coefficients of Af in the eigenbasis, which are multiples of the Fourier coefficients of f, and
the problem is to recover the latter. In the frequentist setup thresholding or other regularization methods can be applied to
reduce the weight of estimates on coefficients corresponding to smaller eigenvalues, in which the noise will overpower the
signal. In the Bayesian setup one may design a prior by letting the Fourier coefficients be (independent) random variables,
with smaller variances for smaller eigenvalues. These singular value methods have several disadvantages, as pointed out
in [11,12]. First, the eigenbasis functions might not be easy to compute. Second, and more importantly, these functions
are directly linked to the operator A, and need not be related to the function space (smoothness class) that is thought to
contain the true signal f. Consequently, the parameter of interest f may not have a simple, parsimonious representation
in the eigenbasis expansion, see [12]. Furthermore, it is logical to consider the series expansion of the signal f in other
bases than the eigenbasis, for instance, in the situation that one can only measure noisy coefficients of the signal f in a
given basis expansion, due to a particular experimental setup. See [20,40] for further discussion.

One purpose of the present paper is to work with priors that directly relate to common bases (e.g., splines or wavelets
bases) and function spaces, rather than to the operator through its singular value decomposition. We succeed in this aim
under the assumption that the operator A respects a given scale of function spaces. In Section 2 we first set up such a
scale in an abstract manner, and then introduce a smoothing assumption on the operator A in terms of this scale. Next in
Section 4—Section 7 we consider priors defined in terms of the scale, rather than the operator. Thus operator and prior are
assumed related, but only indirectly, through the scale.

A canonical example are Sobolev spaces, with the operator A being an integral operator. This Sobolev space setup
with wavelet basis was investigated in [11,12]. In deterministic inverse problems, a more general setup, considering A
that acts along nested Hilbert spaces, Hilbert scales, was initiated by Natterer in [42] and further developed in, amongst
others, [26,39,40]. In the Bayesian context Hilbert scales were used in [15], under the assumption that the noise £ is a
proper Gaussian element in G, and in [1], but under rather intricate assumptions.

A second purpose of the present paper is to allow priors that are not necessarily Gaussian. In the linear inverse problem
Gaussian priors are easy, as they lead to Gaussian posterior distributions, which can be studied by direct means. Most of
the results on Bayesian inverse problems fall in this framework [1,15,31,32], exceptions being [49] and [30].

Thus in this paper we investigate a Bayesian approach to linear inverse problems that is not based on the SVD and
does cover non-conjugate, non-Gaussian priors.

The white noise model represents a limiting case (in an appropriate sense) of the inverse regression model

Yi=Af(xj)+zi, i=1,...,n,

where z; are independent standard normal random variables. Insights gained in inverse problems in the white noise model
shed light on the behaviour of statistical procedures in the inverse regression model, which is the one encountered in
actual practice, as the signal f can be typically observed only on a discrete grid of points. It is next at times possible to
extend theoretical results obtained in the white noise setting to those in the inverse regression setting.

The paper is organized as follows. In Section 2 we introduce in greater detail our setup along with the assumptions that
will be used in this article. We also present some examples for illustration. Next we present a general contraction theorem
in Section 3, and apply this to two main special cases, series priors and Gaussian priors in Section 4 and Section 6. The
section on Gaussian priors is preceded by a discussion in Section 5 of Hilbert scales generated by unbounded operators,
which next serve as inverse covariance operators. Since the simple Gaussian prior is not fully adaptive, we introduce
Gaussian mixture priors to obtain adaptation in Section 7. In Section 8 we discuss several extensions of the present work.
Section 9 contains the proofs, and an appendix presents background to some of the tools we need in the proofs.

Notation 1.1. The symbols <, >, >~ mean <, >, = up to a positive multiple independent of n (or another asymptotic

~ A~

parameter). The constant may be stated explicitly in subscripts, and e.g. <y means that it depends on f.
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2. Setup
In this section we formalize the structure of the inverse problem that will be worked out in this article.

Smoothness scales
The function f in (1.1) is an element of a Hilbert space H. We embed this space as the space H = Hy in a ‘scale of
smoothness classes’, defined as follows.

Definition 2.1 (Smoothness scale). For every s € R the space H; is an infinite-dimensional, separable Hilbert space,
with inner product (-, -); and induced norm || - ||s. The spaces (Hy);er satisfy the following conditions:

(i) For s <t the space H; is a dense subspace of H; and || fIs < || fl;, for f € H;.
(ii) For s >0 and f € Hy viewed as element of H_; D H,

Ifll-s = ” s|Fp1<f,g>o, f € Hp. .1
8lls=

The notion of scales of smoothness classes is standard in the literature on inverse problems. In the preceding definition
we have stripped it to the bare essentials needed in our general result on posterior contraction. Concrete examples, as well
as more involved structures such as Hilbert scales, are introduced below.

Remark 2.2. We may also start with Hilbert spaces H; for s > 0 only satisfying (i) and next define H_; for s > 0 to be
the dual space H. We next embed H_; for s > 0 in Hy through identifying Ho and its dual Hj C H;* (the restriction of
a continuous linear map from Hy to R to domain Hj is contained in H;"), and the norm duality (2.1) will be automatic.

It is important that we only ‘flip’ Hp in this contruction. Every Hilbert space H; can be identified with its dual H; in
the usual way, but this involves the inner product in Hy, and is different from the identification of H} with the ‘bigger
space’ H_g for s # 0.

More generally (2.1) is implied if, for s > 0, the space H_, can be identified with the dual space H; of H, and the
embedding ¢ : Hy — H_; is the adjoint of the embedding ¢ : H; — Hy, after the usual identification of Hy and its dual
space H(j'. (The three nested spaces H_s; D Ho D H; then form a ‘Gelfand triple’.) Indeed, by definition the image i* f of
f € Hp = Hj under the adjoint ¢* : H} — H{" is the map g — (* f)(g) = (tg, f)o = (g, f)o from H; — R. The norm
of this map as an element of H is SUP g1, < (t* f)(g). The norm duality follows if ¢* f is identified with the element
feHyC H;.

We assume that the smoothness scale allows good finite-dimensional approximations, as in the following condition.

Assumption 2.3 (Approximation). For every j € N and s € (0, §), for some S > 0, there exists a (j — 1)-dimensional
linear subspace V; C Hp and a number §(j, s) such that §(j, s) — 0 as j — oo, and such that

inf || f —gllo S8G, IS5 (2.2)
geV]-

lells < lgllo, VYgeV;. (2.3)

1
8(j,s)

This assumption is also common in the literature on inverse problems. The two inequalities (2.2) and (2.3) are known
as inequalities of Jackson and Bernstein type, respectively, see, e.g., [5]. The approximation property (2.2) shows that
‘smooth elements’ f € H, are well approximated in || - [lo by their projection onto a finite-dimensional space V;, with
approximation error tending to zero as the dimension of V; tends to infinity. Naturally one expects the numbers §(j, s)
that control the approximation to be decreasing in both j and s. In our examples we shall mostly have polynomial
dependence 8(j,s) = j~*/“, in the case that Hy consists of functions on a d-dimensional domain. The stability property
(2.3) quantifies the smoothness norm of the projections in terms of the approximation numbers. Both conditions are
assumed up to a maximal order of smoothness § > 0, and it follows from (2.3) that V; must be contained in the space
Hg.

The approximation property (2.2) can also be stated in terms of the ‘approximation numbers’ of the canonical em-
bedding ¢ : H; — Hp. The jth approximation number of a general bounded linear operator T : G — H between normed
spaces is defined as

(T:G—H)= _inf T-U)f|,, 2.4
aj( — H) U:R;;}(Uqf:mgg||( )Vl (2.4)



Bayesian inverse problems 2085

where the infimum is taken over all linear operators U : G — H of rank less than j. It is immediate from the definitions
that the numbers §(j, s) in (2.2) can be taken equal to the approximation numbers a; (¢ : Hy — Hp). The set of approx-
imation numbers a; (1 : Hy1; — H;) of the canonical embedding describes many characteristics of the smoothness scale
(Hy)ser- We give a brief discussion in Appendix B.

Example 2.4 (Sobolev classes). The most important examples of smoothness classes satisfying Definition 2.1 are frac-
tional Sobolev spaces on a bounded domain D C R¥. For a natural number s € N the Sobolev space of order s can be
defined by

Hy (D) = W*%(D) := {f eD'D):Ifls:= Z I Daf”Lz(D) < Oo}'

loe| <s

Here D'(D) is the space of generalized functions on D (distributions), i.e. the topological dual space of the space C°(D)
of infinitely differentiable functions with compact support in D; the sum ranges over the multi-indices o = (¢, ..., aq) €
({0} UN)? with || := > i <s;and D is the differential operator

aal 8012 . aad
b= axy xS axgt
142 d
The definition can be extended to s € R\N in several ways. All constructions are equivalent to the Besov space B;,z(D)’
see [55,56].
It is well known that the approximation numbers of the scale of Sobolev spaces satisfy Assumption 2.3 with 6(j, t) =
4 see [25].

Example 2.5 (Sequence spaces). Suppose (¢;);cn is a given orthonormal sequence in a given Hilbert space H, and
1 < b; 1 oo is a given sequence of numbers. For s > 0, define Hy as the set of all elements f =) ;  fi¢ € H with
D ieN bl_23 fl.2 < 00, equipped with the norm

1/2
Ifls = (Zb,?ff?) :

ieN

Then Hy = H is embedded in Hy, for every s > 0, and the norms || f||; are increasing in s. Every space H; is a Hilbert
space; in fact Hy is isometric to Hp under the map (f;) — (f;b}), where we have identified the series with their coeffi-
cients for simplicity of notation.

For s < 0, we equip the elements f = Zi en Jigi of H, where (f;) € £2, with the norm as in the display, which is now
automatically finite, and next define H as the metric completion of H under this norm. The space H; is isometric to the
set of all sequences (fi)ieny With ) ;. fl.zbfs < 00 equipped with the norm given on the right hand side of the preceding
display, but the series ) ;. fi¢i may not possess a concrete meaning, for instance as a function if H is a function space.

By Parseval’s identity the inner product on H = Hy is given by (f, g)o = Y ;< fi&i, and the norm duality (2.1) follows
with the help of the Cauchy—Schwarz inequality.

The natural approximation spaces for use in Assumption 2.3 are V; = Span(¢; : i < j). Inequalities (2.2)-(2.3) are
satisfied with the approximation numbers taken equal to §(j, 1) = b;’.

The forward operator A in the model (1.1) is a bounded linear operator A : H — G between the separable Hilbert
spaces H and G, and is assumed to be smoothing. The following assumption makes this precise. This assumption is
satisfied in many examples and is common in the literature (for instance [11,21,42]).

In Definition 2.1 the space H is embedded as H = Hy in the smoothness scale (Hy);cr and hence has norm || - ||o.

Assumption 2.6 (Smoothing property of A). For some y > 0 the operator A : H_,, — G is injective and bounded and,
for every f € Hy,

TASN=1f -y (2.5)

Example 2.7 (SVD). If the operator A : H — G is compact, then the positive self-adjoint operator A*A : H — H
possesses a countable orthonormal basis of eigenfunctions ¢;, which can be arranged so that the corresponding sequence
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of eigenvalues A; decreases to zero. If A is injective, then all eigenvalues, whose roots are known as the singular values
of A, are strictly positive. Suppose that there exists y > 0 such that

hi~iTH. (2.6)

If we construct the smoothness classes (Hy)ger from the basis (¢;);en and the numbers b; =i as in Example 2.5, then
(2.5) is satisfied.

Indeed, we can write A in polar decomposition as Af = U (A*A)'/2 f, for a partial isometry U : Range(A) — G, and
then have Af = U Y, fi/Tidi. so that [ Af[ = |3, fii 7 dillo = Il ]Iy

Thus constructions using the singular value decomposition of A can always be accommodated in the more general
setup described in the preceding.

Example 2.8 (Poisson equation). The operator A : L%(0,1) — L%(0, 1) defined by the differential equation (Af)” = f
with Dirichlet boundary conditions Af(0) = Af (1) = 0 is smoothing with y = 2 in the Sobolev scale given in Exam-
ple 2.4. This is shown in Sections 10.4 and 11.2 in [24].

Example 2.9 (Symm’s equation [29]). Consider the Laplace equation Au = 0 in a bounded set  C R? with boundary
condition u = g on the boundary d2. The singular layer potential, a boundary integral

1
u(x) = —;/th(y)lnlx —ylds(y), xe,

solves the boundary value problem if and only if the density %, belonging to the space C(9€2) of continuous functions on
0%, solves Symm’s equation

1
——/ h(y)In|x — ylds(y) =g(x), x €. .7
T JaQ

Assume the boundary €2 has a parametrization of the form {p(s), s € [0, 27]}, for some 27 -periodic analytic function
p:10,27] — R2 such that |p(s)| > O for all s. Then Symm’s equation takes the following form,

1 2
Af(2) = —;/0 log|p(@) — p()| f5)ds = g(p(), z€0,2r],

where f(s) = h(p(s))|o(s)|. It is shown in Theorem 3.18 of [29] that the operator A satisfies (2.5) with y = 1 and
(Hy)ser the periodic Sobolev spaces on [0, 27].

Example 2.10 (Radon transform). Inverting the Radon transform was recently studied in the Bayesian framework by
[41], who studied the posterior distribution of smooth functionals for general Gaussian priors, but not the inversion of the
whole function. The SVD of the transform is known (see [61,62]) and can be used to put the problem in our framework, in
the spirit of Example 2.7. This would give a Bayesian parallel to the rate results in [28]. We do not know if other standard
smoothness scales could be used within our framework as well.

Remark 2.11. For all our purposes the smoothing condition (2.5) can be relaxed to (A.6)—(A.7). This relaxation covers
the situation where there exists an operator A that satisfies (2.5) and is a ‘version’ of A in that the two operators possess
a common inverse, such as when A and A are defined to solve a differential equation with different boundary conditions.
Lemma A.3 shows that the relaxed version of the smoothing condition is then satisfied by the map f +— [Af] of f in the
class of Af in the quotient space G/R(A — Ayp).

3. General result

In this section we present a general theorem on posterior contraction. We form the posterior distribution IT,(-|Y ™) as in
(1.3), given a prior IT on the space H = Hy and an observation ¥ ™, whose conditional distribution given f is determined
by the model (1.2). We study this random distribution under the assumption that ¥ ™ follows the model (1.2) for a given
‘true’ function f = fj, which we assume to be an element of Hg in a given smoothness scale (Hj);eR, as in Definition 2.1.

The result is based on an extension of the testing approach of [19] to the inverse problem (1.2). It resembles the
approach in [44,45,49,54] or [30], except that the inverse problem is handled with the help of the Galerkin method,
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which is a well known strategy in numerical analysis to solve the operator equation y = Af for f, in particular for
differential and integral operators. The Galerkin method has several variants, which are useful depending on the properties
of the operator involved. Here we use the least squares method, which is of general application; for other variants and
background, see e.g., [29]. In Appendix A we give a self-contained derivation of the necessary inequalities, exactly in our
framework. We note that the Galerkin method only appears as a tool to state and derive a posterior contraction rate. In our
context it does not enter into the solution of the inverse problem, which is achieved through the Bayesian method.

Let W; = AV; C G be the image under A of a finite-dimensional approximation space V; linked to the smoothness
scale (H;)ser as in Assumption 2.3, and let Q; : G — W; be the orthogonal projection onto W;. If A: H — G is
injective, then A is a bijection between the finite-dimensional vector spaces V; and W;, and hence for every f € H there
exists f) € V; suchthat Af) = Q;Af. The element f) is called the Galerkin solution to Af in V;. By the projection
theorem in Hilbert spaces it is characterized by the property that /) e V; together with the orthogonality relations

(Af9 w)= (Af,w), weW,. (3.1

The idea of the Galerkin inversion is to project the (complex) object Af onto the finite-dimensional space W;, and next
find the inverse image f/) of the projection, in the finite-dimensional space V;, as in the diagram: Clearly the Galerkin
solution to an element f € V; is f itself, but in general f (/) is an approximation to f, which will be better for increasing
Jj, but increasingly complex. The following theorem uses a dimension j = j, that balances approximation to complexity,
where the complexity is implicitly determined by a testing criterion.

Theorem 3.1. For smoothness classes (Hs)scr as in Definition 2.1, assume that ||Af || = || £l -, for some y > 0, and let
fY) denote the Galerkin solution to Af relative to linear subspaces V; associated to (H;)ser as in Assumption 2.3. Let
fo € Hg for some B € (0, 5), and for n, > &, | 0 such that naﬁ — 00, and j, € N such that j, — 0o, and some ¢ > 0,
assume

jn < cne2, (3.2)
&n

n> , 33

"= G y) G-

N > 8(jn, B)- (3.4)

Consider prior probability distributions Il on Hy satisfying

T(f : |Af — Afoll < &,) = e ™", (3.5)
N(f: ] £9 = f]ly > m) < e . (3.6)

Then the posterior distribution in the model (1.2) contracts at the rate n, at fo, i.e. for a sufficiently large constant M we
have TL,(f : |I.f — follo > Mn,|Y ™) — 0, in probability under the law of Y™ given by (1.2) with f = fo.

Proof. The Kullback-Leibler divergence and variation between the distributions of ¥ ™ under two functions f and fy are
given by n||Af — Afo||?/2 and twice this quantity, respectively. (At a referee’s request, a proof is provided in Lemma 9.1.)
Therefore the neighbourhoods B, 2( fo, €) in (8.19) of [19] contain the ball {f € Hp : ||Af — Afoll < e}. By assumption
(3.5) this has prior mass at least e~

Because the quotient of the left sides of (3.5) and (3.6) is o(e~2"1), the posterior probability of the set { f : || fUn) —
fllo > nn} tends to zero, by Theorem 8.20 in [19].

By a variation of Theorem 8.22 in [19] it is now sufficient to show the existence of tests 7,, such that, for some M > 0,

P};’)r,, — 0, sup P}")(l — 1) <e e,
filf=follo>Mnp,
‘lf(jn)7f||057711

Indeed, in the case that the prior mass condition (8.20) in Theorem 8.22 of [19] can be strengthened to (8.22), as is
the case in our setup in view of (3.5), it suffices to verify (8.24) only for a single value of j. Furthermore, we can
apply Theorem 8.22 with the metrics d,,(f, g) = || f — gllo€n/nn in order to reduce the restriction d, (6, 6,,0) > M¢g, to

If — follo > Mnj.
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Fix any orthonormal basis (I}i)i< j of Wj = AV; and define

V=D v =3 (AL B+ = N
i<j i<j i<j

1 -

ﬁé s

where é/ =i i ;. The latter is “standard normal in the finite-dimensional space W;”: because (£, )i<; are i.i.d.

standard normal variables, the variable (£; DN j *.;‘1/;1 (Wi, w)is N (0 [I Q.,-w||2)-distributed, forevery w € G.

Let the operator R; : G+ V; be definedas R; = A~ 1 Qj,where A~ 1 is the inverse of A, which is well defined on the
range W; = AV; of Q j- Then by definition R; A f is equal to the Galerkin solution f/) to Af. By the preceding display
R;Y; is a well- deﬁned Gaussian random element in V;, satisfying

= QjAf +

_ . 1 _
Rjyj:f<f>+ﬁ1e,sj. (3.7)

The variable R £ j 1s a Gaussian random element in V; with strong and weak second moments

- - . J
EIlR;&; 15 < IR/ IEIE; 17 = IR;IPED 87 = IR;IPG — D S .
il 8(j.y)
_ 1
sup E(R;E;, 5= sup EE;, Rif) = sup |Q;R;f|"<|R;|" S
Iflo=1 Iflo=1 Ifllo=1 g G
In both cases the inequality on || R;|| = || ij || at the far right side follows from (A.3).

The first inequality implies that the first moment E|| R; £ illo of the variable || R; £ jllo is bounded above by v/ /8 (. V)
By Borell’s inequality (e.g. Lemma 3.1 in [37] and subsequent discussion), applied to the Gaussian random variable R ;&
in Hp, we see that there exist positive constants a and b such that, for every ¢ > 0,

Vi ><ebt28(j,y)2'
§G.v)/) —

Fort = Zﬁr)n/«/z and n,, &, and j, satisfying (3.2), (3.3) and (3.4) this yields, for some a; > 0,

Pr<||R,-§,-||o >1+a

- )
Pr(IIR;, &), llo > arv/nny) < e ¥ (3.8)

We apply this to bound the error probabilities of the tests
o = IR}, Y}, — follo = Mo}, (3.9)

where M) is a given constant, to be determined.
Under fy, the decomposition (3.7) is valid with f = fy, and hence R; Y — fo=n"'?R; é + fo ) — fo. By the
triangle inequality it follows that 7, = 1 implies that n_1/2||RJn &jllo = Mon, — ||f(j) follo- By (A.5) the assumption

that fo € Hg implies that ||f(/) Sollo < M16(j, B), for some My, which at j = j, is further bounded by Mn,, by
assumption (3.4). Hence the probability of an error of the first kind satisfies

1 _
Pz, < Pr(—nR,»ns,»n lo > (Mo — M1>nn>.

Jn

For My — M/ > ay, the right side is bounded by e“f"sr% by (3.8).
Under f the decomposition (3.7) gives that R;Y; — fo=n —12R; E + fU) — fy. By the triangle inequality 7, = 0
implics that n~"/2 R, lo = IfU") — follo — Mons. For f such that |Lf — follo > My and [Lf — £U [l < n,, we

have || fUn) — fo|l = (M — 1)n,. Hence the probability of an error of the second kind satisfies

1
P =) §Pr<—

Jn

For M — 1 — My > ai, this is bounded by e =%, by (3.8).
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We can first choose My large enough so that My — M > aj, and next M large enough so that M — 1 — My > ay, to
finish the proof. (]

Inequality (3.5) is the usual prior mass condition for the ‘direct problem’ of estimating Af (see [16]). It determines
the rate of contraction g, of the posterior distribution of A f to A fy. The rate of contraction 1, of the posterior distribution
of f is slower due to the necessity of (implicitly) inverting the operator A. The theorem shows that the rate n, depends
on the combination of the prior, through (3.6), and the inverse problem, through the various approximation rates.

Remark 3.2. It would be possible to obtain the theorem as a corollary of Theorem 2.1 in [30]. We would take the sets St
in the latter high-level result equal to the sets { f : || f Un) — Fllo > na) appearing in (3.6). To verify the conditions of [30]
for this choice, most of the preceding proof would be needed. Since the next theorem appears not to be a consequence of
this approach, and its proof uses the preceding proof, we have given a direct proof instead.

The theorem applies to a true function fj that is ‘smooth’ of order B (i.e., fo € Hg). For a prior that is constructed to
give an optimal contraction rate for multiple values of 8 simultaneously, the theorem may not give the best result. The
following theorem refines Theorem 3.1 by considering a mixture prior of the form

H:/HTdQ(r), (3.10)

where I1; is a prior on H, for every given ‘hyperparameter’ t running through some measurable space, and Q is a prior
on this hyperparameter. The idea is to adapt the prior to multiple smoothness levels through the hyperparameter t.

Theorem 3.3. Consider the setup and assumptions of Theorem 3.1 with a prior of the form (3.10). Assume that (3.2),
(3.3), (3.4) and (3.5) hold, but replace (3.6) by the pair of conditions, for numbers n, r and C > 0 and every t,

T (f [ £9 = fllg > mne) < e ¥, G.11)
e (f1f = follo < 2nz) <e ¥, Ve with 1, » > C,. (3.12)

Then the posterior distribution in the model (1.2) contracts at the rate 0, at fo, i.e. for a sufficiently large constant M we
have TL,(f < |I.f — follo > Mn,|Y ™) — 0, in probability under the law of Y™ given by (1.2) with f = fo.

Proof. We take the parameter of the model as the pair (f, v), which receives the joint prior given by f|r ~ I1; and

T ~ Q. With abuse of notation, we denote this prior also by IT. The likelihood still depends on f only, but the joint prior

gives rise to a posterior distribution on the pair ( f, 7), which we also denote by I, (-|Y ™), by a similar abuse of notation.
By (3.10) and (3.11)—(3.12),

2

H((f’ T) : ”f(jn) - f”o > nn,t) < €_4n£",
H((f» )M = Cnu, IILf — Sollo < znn,r) < ef4ne£.

In view of (3.5) and Theorem 8.20 in [19], the posterior probabilities of the two sets in the left sides tend to zero. As in
the proof of Theorem 3.1, we can apply a variation of Theorem 8.22 in [19] to see that it is now sufficient to show the
existence of tests t,, such that, for some M > 2C,

2
P, — 0, sup P (1—1,) < e,
' LS~ follo>Mna2ne,

1) = fllo <«

(Note that Mn, V 21, = Mn, if 5, < Cn, and M > 2C.) We use the tests defined in (3.9), as in the proof of Theo-
rem 3.1. The latter proof shows that the tests are consistent. We adapt the bound on the power, as follows.
By the triangle inequality t, = 0 implies that, for (f, t) with || f — follo > Mn, V 21, r and I £ — fllg < M.z

n IR Ejllo = [ £9 = follg = Mona = 1 = follo = | £ = £ o = Monn
>Mn, Vv Znn,r —Nn,t — Mon, > (M/2 — Mo)n,.
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Hence by (3.8) the probability of an error of the second kind is bounded by e4nei , for M sufficiently large that M /2 —
My > aj. O

In a typical application of the preceding theorem the priors IT; for t such that n, ; > Cn,, will be the priors on ‘rough’
functions, with ‘intrinsic’ contraction rate 1, ; slower than n,. These ‘bad’ priors do not destroy the overall contraction
rate, because they put little mass near the true function fj, by condition (3.12). It is necessary to address these priors
explicitly in the conditions, because they will typically fail the approximation condition (3.6), which must be relaxed to
(3.11). A further generalization might be to allow the truncation levels j, to depend on 7, but this will not be needed for
our examples.

Inspection of the proof shows that the posterior probability of the sets {t : 1, - = Cn,} tends to zero. This means that
the posterior correctly disposes of the models that are ‘too rough’, for the given true function fy. In general there is no
similar protection against models that are too smooth, but this does not affect the contraction rate.

4. Random series priors

Suppose that {¢; }; <N is an orthonormal basis of H = Hy that gives optimal approximation relative to the scale of smooth-
ness classes (Hy)ser in the sense that the linear spaces V; = Span{¢;};-; satisfy Assumption 2.3. Consider a prior
defined as the law of the random series

M
=Y fidi, @.1)
i=1

where M is a random variable in N independent from the independent random variables fi, f2,...in R.

Condition 4.1 (Random series prior).

(i) The probability density function pys of M satisfies, for some positive constants by, b>,
e PR < pyk) <emP* vk eN.

(i) The variable f; has density p(-/x;)/k;, for a given probability density p on R and a constant «; > 0 such that, for
some C > 0and w > 0, «, By > 0,

px) 2 e, 4.2)
i~Pldogiy~w <k <% 4.3)

Priors of this type were studied in [2,49], and applied to inverse problems in the SVD framework in [49] (see Sec-
tion 3.1 of the latter paper for discussion). For Gaussian variables f; and degenerate M the series (4.1) is a Gaussian
process, and has been more widely studied, but we focus here on the non-Gaussian case. Since the basis (¢;);en used in
the prior is linked to the smoothness class (Hy)scRr, rather than to the operator A, the prior is not restricted to the SVD
framework. Of course, in the theorem below we do require the operator to be smoothing in the same smoothness scale,
thus maintaining a link between prior and operator.

The assumption on the density pjs is mild and is satisfied, for instance, by the Poisson distribution. The assumption
on the density p is mild as well, and is satisfied by many distributions with full support in R, including the Gaussian and
Laplace distributions. The parameter Sy in (4.3) must be a lower bound on the smoothness of the true parameter fy. Apart
from this, condition (4.3) is also very mild, and allows the scale parameters k; to tend both to zero or to infinity.

The preceding random series prior is not conjugate to the inverse problem (1.1). In general the resulting posterior
distribution will not have a closed form expression, but must be computed using simulation, such as Markov chain Monte
Carlo, or approximated using an optimisation method, such as variational approximation. However, the contraction rate
of the posterior distribution can be established without the help of an explicit expression for the posterior distribution, as
shown in the following theorem.

Theorem 4.2 (Random series prior). Let (¢;);en be an orthonormal basis of Hy such that the spaces V; = Span{¢; }; < j
satisfy Assumption 2.3 with §(j,s) = j_‘v/d relative to smoothness classes (Hg)scr as in Definition 2.1. Assume that
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HAfN = I fll—y for some y >0, and let fy € Hg for some B € (0, S). Then, for the random series prior defined in (4.1)
and satisfying Definition 4.1 with Bo < B, and sufficiently large M > 0, fort = (B + y)(1 +2y/d)/(2B + 2y + d),

(n)
(£ 1f = follo > Mn=P/CBT274d) (jog )T |y ™) L o,

The rate n~P/2A+2r+d) i known to be the minimax rate of estimation of a S-regular function on a d-dimensional
domain, in an inverse problem with inverse parameter y (see, e.g., [11]). The assumption that §(j, s) = j /¢ places the
setup of the theorem in this setting, and hence the rate of contraction obtained in the preceding theorem is the minimax
rate up to a logarithmic factor. The rate is adaptive to the regularity of g of the true parameter, which is not used in the
construction of the prior, apart from the assumption that 8 > By. (See [17] and Chapter 10 in [19] for general discussion
of adaptation in the Bayesian sense.)

The proof of the theorem is deferred to Section 9; it will be based on Theorem 3.1.

Example 4.3 (Wavelet basis). Let p be a standard normal density, pys a standard Poisson probability mass function, and
set the scaling parameters k; equal to 1 (no scaling).

Consider an S-regular orthonormal wavelet basis {¢;} for the space of square-integrable functions on the d-
dimensional torus (0, 277]¢. We can renumber the index (j, k) into N by ordering the basis functions by their multireso-
lution levels, 279 + k, and next construct the random series prior (4.1).

An S-regular orthonormal wavelet basis is known to correspond to the scale of Sobolev spaces up to smoothness level
S. Therefore, by Theorem 4.2, the contraction rate of the posterior distribution is n=#/G#+2r+d) times a logarithmic
factor whenever the operator is smoothing relative to the Sobolev scale and the true function f belongs to the Sobolev
space of order 8, for By < B < S. Thus the posterior distributions are adaptive up to a logarithmic factor to the scale of
Sobolev spaces of orders between Sy and S.

For increasing 8 > § the rate given by the theorem still improves. However, the ‘regularity’ B defined by the scale
(Hy)ser may then not coincide with the Sobolev scale.

5. Hilbert scales

A Hilbert scale is a special type of smoothness scale (Hy)gcRr, as in Definition 2.1, generated by an unbounded operator.
Such a scale is particularly useful in connection to differential operators and Gaussian priors, as considered in the next
sections. For reference we include a short summary on Hilbert scales, and some examples. Extended discussions of Hilbert
scales in the context of regularization theory can be found e.g. in Chapter 8 of [14], and a general treatment of the subject
in [34].

A Hilbert scale is generated by an unbounded operator L : D(L) C Hy — Hp, with domain D(L) such that

(@) D(L) is dense in Hy (i.e. ‘L is densely defined’),

(b) D(L)=D(L"),

(¢) (Lx,y)=(x,Ly)forall x,y € D(L) (i.e. ‘L is symmetric’),
(d) (Lx,x)>«|x||?, forall x € D(L), and some k > 0.

The set D(L*) in (b) is the domain of the adjoint L* of L, which is defined as the set of all y € H such that the map
x +— (Lx,y) from D(L) to R is continuous. Thus D(L*) depends on the domain D (L), which is considered part of the
definition of L and is restricted by (a) only. Together, requirements (b) and (c) are equivalent to the requirement that L be
self-adjoint. The latter is important for the existence of a spectral decomposition, used below.

The domain of the k-th power of the operator L is defined, by induction for k =2, 3, ..., as D(LF)y ={f e D(LF1y:
Lf € D(L)} (with L' = L). All powers LX, for k € N, are defined on

Hyo := ﬂ D(L"). (5.1

keN

It can be shown that Hy, is dense in Hy (Lemma 8.17 in [14]). Next, using spectral theory, fractional powers L* can be
defined as well on the domain Hy, for every s € R, through integration with respect to the spectral family (E;) of L, i.e.

o0
L’ ZZ/)»‘YdEAZ/ A dE;.
R K
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This allows to define an inner product on Hy, by, for , g € Hy, and s € R,
(h,g)s :==(L*h,L’g). (5.2)

Definition 5.1 (Hilbert scales). The Hilbert space H; is the completion of H,, with respect to the norm induced by the
inner product (-, -)s defined in (5.2). The family (H)ser is called the Hilbert scale generated by L.

The following proposition, adapted from Proposition 8.19 in [14], lists basic properties of Hilbert scales.

Proposition 5.2. Let L be a densely defined unbounded operator satisfying (a)—(d). Then the Hilbert scale (Hy)geR is a
smoothness scale in the sense of Definition 2.1, with

O I flls =6~ f e, for f € Hy,and s <t.
) Iflls < WFIMIFIT for k=t —5)/(t =), and r <5 <t.

Furthermore, for any s,t € R the operator L'™5 has a unique extension from Hy, to a bounded, self-adjoint operator
L'=S: H, — Hy, satisfying

i) 1L flls 2= N flle» for f € H;.
(v) L'™S =L'L™5.
(V) (Ls)—l = LS.

Somewhat abusing notation, we have denoted the extension of L'™* in the proposition using the same symbol L™,
Taking s =0 or t =0, we see that L* : H; — Hy and L* : Hy — H_; are norm isomorphisms, for every s € R. In
particular, the unbounded densely defined operator L : D(L) C Hy — Hy that generates the scale can be extended to a
bounded operator L : Hy — Hy, by strengthening the norm on its domain, and also to a bounded operator L : Hy — H_1,
by extending its range space and weakening the norm of its range space. Moreover, the inverse map is a norm isomorphism
L~': Hy— H,, and hence is certainly bounded as an operator L~!: Hy— Hy.

The eigenvalues of L~ are closely connected to the approximation numbers in Assumption 2.3.

Proposition 5.3. If L~! : Hy — Hy is compact with eigenvalues Aj 1 0, then Assumption 2.3 is satisfied in the Hilbert
scale (H)scr generated by L, with §(j,t) =~ )L’j and § = 0. In fact, there exist linear spaces V; of dimension j — 1 such
that, for s > 0 andt € R,

inf || f—gll: S G, NS lls+r, (5.3)
gev;

Iglls+: < lglle.,  VgeV;. (5.4)

1
8(j,s)

Proof. Because L~!: Hy — Hp is compact, there exists an orthonormal basis (¢;);cn of eigenfunctions in Hp. It may
be checked that f =),y fi¢i has LS f =",y fir; ¢, and square norm || |12 = Y, . ffki_zs, provided the latter
series converges. Take V; equal to the linear span of the first j — 1 eigenfunctions. Then f — P; f = Ziz j fi¢i and

hence || f — P fIIF = Y i j ST S AE Yin; fEATHT2 < AT fII2,,, for s, 1 > 0, and for f € V; we have || f1I2,, =
—25—2 -2 -2 -2
Zi<jfi2)‘i * tf)‘j sZisjfiz)‘i tz)‘j *NIF1I7. U
The sequence spaces of Example 2.5 are one class of examples of Hilbert scales, generated by the operator L : (f;) —
(fibi). More intricate Hilbert scales arise from (elliptic) differential operators. These are useful in that they can incor-

porate boundary conditions, which are then automatically inherited by a Gaussian prior attached to such a scale. The
following one-dimensional example is simplistic, but illustrative.

Example 5.4 (Sobolev scales). Consider the one-dimensional negative Laplacian

d2
dx?

as an operator on the space C2°(0, 1) of infinitely often differentiable functions with compact support in (0, 1), viewed
as subset of L2(0, 1), with range space L2(0, 1). On this domain this operator is not self-adjoint, but it has a self-adjoint
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extension (with differentiation interpreted in the sense of distributions) to the space of all functions f € w220, 1)
satisfying the Dirichlet boundary condition

fO)=0=f(D. (5.5)

(See Theorem 4.23 in [23].) The eigenfunctions of the Laplacian under the Dirichlet boundary condition are the functions
x > sin(jmx), for j € N, with eigenvalues of the order b; < j ~1. The corresponding Hilbert scale can also be described
as the sequence space generated by this orthogonal basis.
Because the Laplacian is a second derivative it is natural to half the scale parameter, or equivalently use the root
negative Laplacian L := +/— A as the generator of the scale (where the root is defined through the spectral decomposition).
The boundary conditions play an important role in defining the scale. Technically they are needed to create a domain
on which the operator is self-adjoint. An alternative choice to the Dirichlet is the Cauchy boundary condition

flO=0=f(D).

This leads to the sequence scale generated by the eigenfunctions x > cos((j — 1/2)wx), for j € N, and is different from
the Dirichlet scale. Again the eigenvalues of L~! are of the order j .
Incidentally, it is shown in [43] that the full Sobolev scale (s € R) of Example 2.4 is not a Hilbert scale for any

generating operator L. Also in that sense the boundary conditions are essential.

Example 5.5 (Abel operator). For a given kernel function K : (0, 1) x (0, 1) - R and « € (0, 1], consider the operator
A:L%*0,1) — L*(0, 1) given by

1

Af(x)=m

X
/ (x —9)* 'K (x,s5) f(s)ds.
0
For K =1 this gives the classical Abel operator. Under mild smoothness conditions on K, it is shown in [22], Theorem 1,
that A is smoothing (i.e. (2.5) holds) of order y = 1 for the Sobolev scale generated by the root negative Laplacian under
the Cauchy boundary condition, described in Example 5.4.

While in the preceding examples the boundary consists of just two points, for multi-dimensional domains the boundary
is continuous, and the restrictions of functions in a smoothness class to the boundary form an infinite-dimensional function
space. By choosing an appropriate generating operator, we can construct a Hilbert scale of functions that automatically
satisfy a desired boundary condition.

Consider a second order elliptic differential operator L : D(L) C L>(D) — L*(D) on a bounded domain D c R¢
with a smooth boundary. To generate a Hilbert scale the operator must be self-adjoint, which involves both the form
of the operator and its domain D (L), where different domains will lead to different Hilbert scales. Self-adjointness
requires both the structural property fD (Lf)gdxr = fD f(Lg)d and equality of the domains of L and its adjoint L*,
where the domain of L* is by definition the set of g such that the left side of the preceding equality is a continuous
function of f € D(L) C L*(D). The latter implies restrictions on the domain, which are typically revealed through
partial integrations.

One may start from L as an operator on the space of C°°-functions with support within D. The closure of this operator
(defined by the closure of its graph {(f, Lf) : f € C°(D)} in L%(D) x L%(D)), is known as the minimal realization
associated with L, while the maximal realization has domain of definition { f € L?(D) : 3u € L?*(D) such that Lf =
u weakly}. (See Definitions 4.1-4.2 in [23]; a self-adjoint operator is always closed, which explains minimal’.) Neither
of these operators need to be self-adjoint, but there always exist self-adjoint operators with a domain between these two
extremes.

For example, the minimal domain of the d-dimensional Laplacian operator L = —A is given by {f € W>*(D) :
flap =V flap = 0} (see Theorem 10.19 in [50]) and the maximal domain contains the full Sobolev space W22(D) given
in Example 2.4 (see Exercise 10.11 in [50]). Two possible domains on which L is self-adjoint are (see Theorems 10.19
and 10.20 in [50]):

{feW>>(D): flop =0},
{f e W>2(D): V flyp =0}

These correspond to the Dirichlet and Neumann boundary conditions, respectively. More sophisticated boundary condi-
tions are possible as well, see [23,38].
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In the Bayesian setup we model a function through a prior. When a true function is known to satisfy certain bound-
ary conditions, as in many problems involving differential forward operators, we can incorporate these in the prior by
choosing an appropriate generating operator. For an operator A defined in terms of the Laplacian and the same boundary
conditions the smoothing condition (2.5) will be satisfied. The following is a another example of a pair of L and A.

Example 5.6 (Volterra). Consider the operator A : L>((0, 1)%) — L?((0, 1)%) on functions f : (0, 1)> — R on the unit
square satisfying the differential equation

82
Dx,yAf = fv Dx,y = m

We can render the solution of the equation unique by imposing boundary conditions. Two solutions are given by
x ey
Af(x.y)= / / fs,0dsdt,
0o Jo

1 1 1 1
Aof(x,y)zAf(x,y)—/ Af(x,t)dt—/ Af(s,y)ds—i—/ / Af(s,t)dsdt.
0 0 0 Jo

The first satisfies the boundary conditions Af (x,0) = Af (0, y) = 0, while the second is obtained from the first by
subtracting its projection on the set of all functions of the form (x, y) — g1(x) + g2(y), which forms the kernel of
the differential operator. Other boundary conditions will still give different versions of the operator.

We claim that Ag is smoothing of order y = 1 for the Hilbert scale generated by the root L of D)ZC’ y with Dirichlet
boundary condition, while A is smoothing relative to the scale of L combined with Cauchy boundary condition.

The scale under the Dirichlet boundary condition is generated by the orthogonal system of eigenfunctions e ; :
(x,y) > sin(kmrx) sin(Izwy), for (k,I) € N2, the tensor product of the basis of the one-dimensional Dirichlet-Laplacian
as in Example 5.4, with corresponding eigenvalues are k2/27*. By explicit calculation

1
Aep(x,y) = [cos(knx) cos(lmy) — cos(kmx) — cos(lmy) + 1]
1
Aperi(x,y) = —— cos(kmx)cos(lmy).
kil

The functions (x, y) — cos(kmx) cos(Imy), for (k, ) € (N U {0})? form an orthogonal basis of L2((0, 1)2). We conclude
that for f = Zk,l ek,

2 fi Jr Jr,i fer\’
1A —;—kzlﬁz ;— +Z Z %)
, k k.l

2

£
1o f11* ~ Z pereiad VA ST

where || - || refers to the scale of L with Dirichlet boundary condition. The first equation shows that the operator A is
not smoothing in this scale, but in general satisfies ||[Af]| 2 || fll-1.

On the other hand, the Cauchy boundary condition generates the system of eigenfunctions (x,y) — cos((k —
1/2)wx)cos((I — 1/2)my), for (k1) € N2. These can be seen to be also the eigenfunctions of A*A, and hence the
smoothing property of A fits the* SVD framework, as in Example 2.7.

The two versions A and Ag possess the same inverse operator, namely the differential operator Dy y used for their
definitions. This suggests that from the point of view of reconstructing f in the inverse problem it should not matter
whether one is provided with a noisy version of either Af or Ao f as input data, seemingly contradicting the fact that
the operators are smoothing in different scales. This paradox may be resolved by considering A or Ag as maps into the
quotient space L2((0, 1)?) /N (D, y), where N denotes the kernel of the operator. The map f +— [Af]=[Ao f] into the
class of Af in this quotient space is injective and can be shown to be appropriately smoothing (see (A.6)—(A.7)), and
consequently both scales can be used with both operators (cf. Remark 2.11).
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6. Gaussian priors

If the function f in (1.1) is equipped with a Gaussian prior, then the corresponding posterior distribution will be Gaussian
as well. Furthermore, the posterior mean will then be equal to the solution found by the method of Tikhonov-type regular-
ization (see e.g. [15,31,52]). Although this allows to study the posterior mean and the full posterior distribution by direct
methods, in this section we derive the rate of posterior contraction from the general result Theorem 3.1. An advantage
of this approach is that the proof can be extended to mixtures of Gaussian priors, which is important to obtain optimal
recovery rates for true functions of different smoothness levels. See Section 7.

Centred Gaussian distributions on a separable Hilbert space correspond bijectively to covariance operators. By defini-
tion a random variable F' with values in Hy is Gaussian if (F, g)¢ is normally distributed, for every g € Hy, and it has
zero mean if these variables have zero means. The variances of these variables can then be written as

E(F,8)%=(Cg, 8o

for a linear operator C : Hy — Hy, called the covariance operator. A covariance operator C is necessarily self-adjoint,
nonnegative, and of trace class, i.e., Zi n{Cdi, @) < oo, for some (and then every) orthonormal basis (¢;);en of Ho;
and every operator with these properties generates a Gaussian distribution.

In the setting of a Hilbert scale (H)scr generated by the operator L it is natural to choose a Gaussian prior with
covariance operator of the form L™2%, for some o > 0. If L~! has eigenvalues A j» then this operator is of trace class
if ) jeN )L;Z“ < 0o. Thus o must be chosen big enough for the Gaussian prior to exist as a ‘proper’ prior on Hy. For
instance, if A j >~ j =14 then every choice « > d/2 yields a proper prior.

This leads to the following theorem on posterior contraction rates for Gaussian priors, the proof of which is given in
Section 9.

Theorem 6.1 (Gaussian prior). Consider a Hilbert scale (Hy)gscr generated by an operator L as in the preceding such
that L=': Hy — Hy is compact with eigenvalues Aj satisfying Aj ~ V4 Suppose the operator A : Hy — G satisfies
NAfN = | fll—y, assume that fo € Hg, for some B > 0, and let the prior be zero-mean Gaussian with covariance operator
L™, for some o > d /2. Then the posterior distribution satisfies, for sufficiently large M > 0,

(1)
T, (f: ILf = follo > Mn~(@=4/D7B)/Qat2y) y ) 0.

If F is distributed according to the prior in the preceding theorem, then L* F is also zero-mean Gaussian distributed,
with covariance operator L>~2%_ which has eigenvalues j~?¢=29/4 For s < o — d /2, this operator is of trace class and
hence L* F is a proper random variable in Hy. In other words, the distribution of F gives probability 1 to L=° Hy = Hj, for
every s < o —d /2. The prior in the preceding theorem can therefore be interpreted as being ‘almost’ of regularity o« —d /2.
The rate n~(@=d/DAB)/Q2o+2y) iy therefore comparable to the rate obtained in Theorem 3.5 in [49] and Theorem 4.1 in
[31] (with the scaling parameter fixed to 1), except that the parameter « in the latter references is denoted presently by
oa—d/2.

An improvement of the present theorem is that the covariance operator of the Gaussian prior is not directly linked to
the operator A, but only weakly so by (2.5). For example, we may construct a prior by a random series (see Theorem 1.23
in Appendix 1.6, [19]), in any basis corresponding to the smoothness scale. We illustrate this below by using the wavelet
basis for an inverse problem given by a differential operator, after first noting that the singular value setup is covered as
well.

Example 6.2 (SVD). The scale of smoothness classes constructed in Example 2.5 and Example 2.7 is the Hilbert
scale attached to the operator L given by Lf =), b fi¢; defined on the domain of functions f =, fi¢:, with
D ieN bi2 fi2 < 00. Under assumption (2.6) this operator can also be expressed as L = (A*A)~!/¥) and depends on the
operator A through its eigenfunctions. A Gaussian prior with covariance operator L2 corresponds to modelling the
coefficients f; relative to the basis ¢; as independent zero-mean normal variables F; with variances b;” 2% This follows,
because in that case E(F, g)é =) ieN bl._z"lgi2 = (L%, g)%, for every g € Hy.

Thus in this case the prior coincides with the ones in the literature studied under the SVD framework, e.g. [31,32]. In
the present more general setting L need not be directly linked to A, except that the operator must possess the smoothing
property Definition 2.6.

Example 6.3 (Sobolev scales, wavelet prior). Let {¢; 1 }(j x)ea, be an S-regular orthonormal wavelet basis in L%(T), on
T:=(0,2x]. Let fj; = fT f(x)¢; ik (x)dx be the wavelet coefficients of a function f. By Parseval’s identity, the map
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U : f+ {fj)is aunitary operator U': L%(T) — ¢2(A). The multiplication operator m : { f; ¢} = {Zf fjx}on £2(A) has
s-th power given by m* : {f; 1} — {2/° f; «}. Then L := U*mU has s-th power L* := U*m’U and generates a Hilbert
scale (H;)scRr. For f € H;, we have

2/ -1

o0
2 2j 2
L Wy =2 2" D f
j=0 k=0

This norm can be shown to be equivalent to the standard Sobolev norm, for 0 <s < S.
The Gaussian prior with covariance operator L~2% can be represented by a random series of the form

F= Z Fjrdjk,
(

jkeA

where Fj; ~ N (0, 272/%) are independent random variables. This prior corresponds to the Hilbert scale, but does not
refer to an operator A. For instance, the eigenbasis of the operator in Example 2.9 is the Fourier basis (see [29]), and not
the wavelet basis. Thus we have constructed a Gaussian prior that is not related to the eigenbasis, but attains the same
contraction rate.

It may be noted that the scale (Hj)scr is well defined for every s € R, and with the preceding prior Theorem 6.1
is applicable to the full scale, and gives a contraction rate relative to the scale, which is optimal when 8 = o — d/2.
However, the scale agrees with the Sobolev scale only for 8 < S, and hence the optimality is in the Sobolev sense
only if f < §. This restriction is typical when working with an approximation scheme such as wavelets or splines.
One can of course choose a suitably large value of S, or may mix over multiple wavelet bases, as in the next sec-
tion.

As mentioned in Section 1, there are many works on Bayesian inverse problems with Gaussian priors. The setup of
the preceding theorem is similar to [1,15], arguably closer to [1]. While we mainly treat the white noise case, our results
can be extended to cover the noise structure in [1], and hence also cover the model in [15]. On the other hand, we differ
from [1] in the following sense. First, unlike Assumption 3.1 in [1], our characterization of the smoothing property of the
operator A, i.e. Definition 2.6, is simple, and in principle, our setup can also be extended to severely ill-posed problems,
see Section 8. Second, our proof strategy is different, as we do not use Gaussian conjugacy, which is the main tool in [1].
This also allows us to obtain posterior contraction rates for non-conjugate priors in Section 4, and for Gaussian mixtures
in Section 7.

7. Gaussian mixtures

The posterior contraction rate resulting from a zero-mean Gaussian prior with covariance operator L~2%, as considered in
Section 6, is equal to the minimax rate n—PB/@B+2y+d) (gee [11]) only when o — d /2 = 3, i.e., when the prior smoothness
o — d /2 matches the true smoothness . By mixing over Gaussian priors of varying smoothness the minimax rate can
often be obtained simultaneously for a range of values g (cf. [33,53,57]). In this section we consider mixtures of the mean-
zero Gaussian priors with covariance operators 2L ~2% over the ‘hyperparameter’ . Thus the prior IT is the distribution
of TF, where F is a zero-mean Gaussian variable in Hy with covariance operator L2 as in Section 6, and t is an
independent scale parameter. The variable 1/7% may be taken to possess a Gamma distribution for some given 0 < a < 2,
or, more generally, should satisfy the following mild condition.

Condition 7.1. The distribution Q of t has support [0, 00) and satisfies

—log Q((t,21)) St72 ast |0,
—log Q((t,2t)) St¥/@=d/2) a5t — 0.

Theorem 7.2 (Gaussian mixture prior). Consider a Hilbert scale (Hs)ger generated by an operator L as in the
preceding such that L' : Hy — Hy is compact with eigenvalues A j satisfying Aj ~ j=V4 . Suppose the operator
A : Hy — G satisfies |Afll = || fll-y, assume that fo € Hg, for some B € (0,al, and let the prior be a mixture
of the zero-mean Gaussian distributions with covariance operators t>L™>% over the parameters T equipped with
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a prior satisfying Definition 7.1, for some o > d/2. Then the posterior distribution satisfies, for sufficiently large
M >0,

P(’})
(£ 1f = follo > Mn~P/@F2r D1y () 2 g,

The proof is given in Section 9.

8. Discussion and comments
In this section we comment on the present setup and discuss directions in which the results in this article can be extended.

Coloured noise

We have examined the case that the noise £ in model (1.1) is white noise. Statistical estimation in the case that the noise
is a proper centred Gaussian random element in G, as studied in [15], is easier in terms of minimax rates (if in both cases
the noise is scaled to the same unit), as this would imply that the noise is less variable. By inspection of our proofs one
sees that the concentration inequalities that drive the testing criterion remain valid if the covariance operator of the noise
is bounded above by the identity, as is assumed in [1,3]. As a consequence, the proof of Theorem 3.1 goes through and
the theorem remains valid, as do the corollaries in the later sections. However, for truly coloured noise the result may
be suboptimal, as one may expect a faster posterior contraction rate, which will incorporate the decrease of the noise
variance in certain directions. The methods of the present paper can be adapted to this case as long as the covariance
operator fits the scale of smoothness classes, as in [15]. A sharp result in full generality may be difficult to attain, as it
will be the outcome of the interaction of the directions of decrease in the noise, the true parameter and the prior.

Approximation numbers of embeddings

In the corollaries to the main result we have assumed that the approximation numbers §(j, s) of the canonical embedding
t: Hy — Hy are of polynomial order j*/¢. This order matches the approximation numbers of Sobolev spaces on d-
dimensional, bounded domains, and seems common. Other decay rates do arise, e.g., an exponential rate in severely
ill-posed problems (as in the heat equation considered in [32]), or a logarithmic rate (as in [6]). The general Theorem 3.1
remains valid, but its corollaries must be adapted. For Gaussian priors in logarithmic or exponential scales, this is relatively
straightforward using the general theory of approximation numbers, which relates these to singular values and metric
entropy. See the discussion in Appendix B.

9. Proofs

Lemma 9.1. For 0 = (01,605, ...) let Py be the distribution of the random element (X| + 01, X2 + 6>, ...) in R*® for
X1, Xa, ... i.i.d. mean-zero normal variables with variance o2. Ifo e 02, then Py is absolutely continuous relative to Py
with log likelihood

e¢]

1 dPG(X X )= ! 0; X ! 6?2
og — (X1, ,...——E ; -——E 2
gdPo 42 o2 962 !

i=1 i=1

where the first series converges almost surely and in second mean. The expectation and variance of minus this variable
are y 2, Qiz /(26%) and twice this quantity, respectively.

Proof. That the series converges in L? is clear from the fact that 6 € £2; the almost sure convergence next follows from
the It6—Nisio theorem. The expectation and variance of the right side are easy to compute as limits.

Write A, for the right side of the display, and A, for the expression obtained by replacing the infinite sums by the
sums from 1 to n. Thus A, — A almost surely. Since Ege?tn = eXi-i 67 /o is uniformly bounded in #, it follows that
e™ is uniformly integrable and hence converges in mean to e, In particular, the mean of the latter variable is 1, the
mean of the former variables.

It follows that the Borel measure on R defined by B — Eglg(X)el is a probability measure. For every Borel set
B it is the limit of Eg1z(X)elr, which is Py(B) if B depends only on the first n coordinates, as eln is the density of the
distribution of (X + 61, ..., X,, +6,) with respect to its distribution at & = 0. Since the Borel o -field on R* is generated
by the algebra of all cylinder sets, it follows that Py and the measure B — Egl(X)el>~ agree. ([
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9.1. Proof of Theorem 4.2

The theorem is a corollary to Theorem 3.1 and uses arguments as in the proof of Proposition 3.2 in [49].
First we determine ¢, to satisfy the prior mass condition (3.5) of the direct problem. Let P; be the projection onto the
linear span of the first j — 1 basis elements ¢;. By the assumption on A and the triangle inequality, for any i, € N,

IAf = Afoll SIS = foll-y SIf = Pi, foll—y + 1Pi, fo = foll—y
S = P, foll—y + 8Gn, ¥)8Gn, B follg, O.1)

by (A.1),if 0 < B,y < S. Here 8(in, ¥)8(in, B) = in VP4 ~ g, if iyy ~ e, /O,

By the orthogonality of the basis (¢;), the function ¢; is orthogonal to the space V; spanned by (¢;);<;. Hence
Pi¢; =0, so0 that |¢;]|—, < 8(j, »)llg;llo < j~7/4, for every j, by (A.1). Consequently, for f = Y"""" fi¢; € V;, and
fo=>"; fo.i¢i, by the triangle inequality,

in—1
Lf = Pifoll—y S Y 1fi = fouli ™7

i=1

It follows that there exists a constant a > O such that

in—1
N(f: 1 f = Py, foll -y <ae) > (((ﬁ)M Y o1fi— fo,ﬂ/d<sM—zn—1>

i=1

giv/d

v

)H(M:in—l)

H (ﬁ. — foil <

_ n
in e’ (i)

l_[/sz /(kii <x+&> —bli,,’
i=170 ki

in view of Definition 4.1. By (4.2) of the latter assumption, the integral for p(x + ) dx is bounded below by a constant
times re~CU+1D™ 1t follows that for & such that £i"/¢/(k;i,) < 1, for i < iy, the preceding display is lower bounded by
a multiple of

1 T

Kijl
I i=1 Ki

v

By (4.3), we have v fi; > (1/i)7/9=2_ which is bounded below by 1 if y/d — a > 0 and by (1/ip)*~7/? otherwise,
and hence always by (1/i,)“. This shows that the first term in square brackets is bounded below by (ay/ i ‘H‘l)"" for some
az > 0. Since fy € Hg, by assumption, the norm duality (2.1) gives that |fo i =1{fo, di)ol < I foliglldill-g S i—P/.
Together with (4.3) this gives that | fo;|/k; <iPo=P/d(1ogi)!/™ < (logi)!/™, whence minus the exponent in the second
term in square brackets is bounded by a multiple of i, (1 + (logi,)!/*)*. We conclude that there exists a constant a3 > 0
such that

H(f . ”f _ Pin f()”fy < 618) > gine—a3irz lOgine—bli)l’

for every & > 0 such that ei?//(k;i,) < 1, for every i < i,. Since i?/? /k; < i +Po)/d(1ogi)1/W  again by (4.3), a suffi-
cient condition for the latter is that gij,  (r+p 0)/ d(log in)/in <1.
Combining this with (9.1), we see that (3.5) is satisfied for ¢, such that there exists i,, with

i;(VJrﬂ)/d <eép, Snilg)”rﬂo)/d

inlogi, §ns,%, (logiy) <iy.
This leads to the rates

en = (logn/m)BHVICBY2+D) i 11og p)d/ @B+ +D),
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(The third requirement is easily satisfied and remains inactive.) We can choose a sufficiently large proportionality constant
in ~ when defining &, so that (3.5) is satisfied for ¢,, since the left and right sides of (3.5) are increasing and decreasing
in &,, respectively.

Since the Galerkin projection f) is equal to f itself if f € V;, we have that || f Un) — f1lo = 0 for the random series
f= Zf‘il fi¢i if M < j,. By (ii) of Definition 4.1 it follows that, for some b} > 0 and every 1, > 0,

H(f ”f(]n) - f”o > 77n) < H(M > ]n) Ee_b/zjn_

Hence (3.6) is satisfied for j, = nsf / (4b’2). Thus we choose

i nd/QB+2y+d) (logn)(2ﬂ+2y)/(2ﬁ+2y+d)7
with a sufficiently large constant in ~. Then (3.2) is satisfied and it remains to solve 1, from (3.3) and (3.4). This leads
to the inequalities

M > &0 14 o n B/ OB D (00 ) (1427 [ B+7)/ 2+2y+d)

m > P~ BBV (100 ) ~BCB2Y)(B+2y+d))

The rate is the maximum of the rates at the right hand sides, which coincides with the first rate. This concludes the proof.
9.2. Proof of Theorem 6.1

The theorem is a corollary to Theorem 3.1. The main tasks are to determine ¢, satisfying the prior mass condition (3.5)
of the direct problem, and next to identify 7, from the prior mass condition (3.6) and the other conditions.
The first task is achieved in the following lemma.

Lemma 9.2. Under the assumptions of Theorem 6.1, for fo € Hg,as e | 0,

e~/ =/ i d)) <o <B+d)2,

—logM(f:|Af — Afoll <€) < QBB > §4d)2. 92)

Proof. Since by assumption [[Af — Afpll > || f — foll-,, the probability in the left side is the decentered small ball
probability IT(f : || f — foll—, < a¢) of the Gaussian random variable F distributed according to the prior and viewed as
map into H_, D Hy, for some a > 0. Because F' has covariance operator L% as a map in Hy, its reproducing kernel
Hilbert space (or Cameron—Martin space) H (which does not depend on its range space) is equal to the range of L™¢
under the norm ||L ™%k = ||kl (see e.g., Example 1.14 of [19]). Since L™* : Hy — H, is a norm isometry, by (iii) of
Proposition 5.2, this is the Hilbert space H, with its natural norm || - ||. The left side of (9.2) is therefore up to constants
equivalent to

g e tee ) . 9.3
hdhwgﬁhww””a og (|| fll—y < &) .

See [35,36,58], or Section 11.2, in particular, Proposition 11.19 in [19].
By (A.1) 1P} fo— foll—y S8(, ¥)8i, Bl foll g, which is bounded above by ¢ for j ~ ¢~4/#+7)_ Thus for this value
of j the first term in (9.3) is bounded above by

Il Pj follg ifa<p,
1/8(j,a = BIPjfollp ifa>p

by (5.4). Here || P} follg < IIPj fo — follg + Il follg < (8(j,0) + Dl follg, by (5.3). It follows that the contribution of the
decentering in (9.3) is of order 1 if @ < 8 and is bounded above by a term of order e 2@ =A/(B+7) if o > B.

By Lemma B.1, the metric entropy log N(e, {f € Hy : | fll« <1}, | - II—y) is of the order g~4/@+y) Hence, by [35]
(see Lemma 6.2 in [59]),

1P folla <

—log TT(|| fll—y < &) = e 4/(@ty=d/D),

Finally, the assertion of the lemma follows from discussion by cases. (]
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It follows that (3.5) is satisfied for

g, > n~Pr@=d/D+y)/Qu+2y) 9.4)
The next step of the proof is to bound the prior probability in (3.6).
Lemma 9.3. Under the assumptions of Theorem 6.1, there exist a, b > 0, such that for every j e Nandt > 0,

I'I(f . ”f(j) _ f”o > ¢ +aj1/2—a/d) < e—szjZa/d.

Proof. We have f/) — f = (R JA=I)f, for Rj = A7lQ j- Therefore, the probability on the left concerns the random
variable (RjA—I)F,if F is a variable distributed according to the prior IT. Since F is zero-mean normal with covariance
operator L~2%, this variable is zero-mean Gaussian with covariance operator (R JA—1 YL™2(R A — I)*. We shall
compute the weak and strong second moments of the variable (R;A — I)F, and next apply Borell’s inequality for the
norm of a Gaussian variable to obtain the exponential bound.
Because ((RjA — I)F,g)o = (F,(RjA — I)*g)o is zero-mean Gaussian with variance ||L7*(R;A — I)*g||% =
I(R;A — I)*g||%a, the weak second moment of (R;A — I)F is given by
sup E(RjA—DF,gly= sup |(R;jA—D*g|.
ligllo=1 ligllo=<1

By the norm duality (2.1), the right side is equal to
) % \2 ) 2 < . 2
sup sup (f, (RjA—D*g)y< sup |(RJA-Df|;<8(. @)
ligllo=1 Il flla=<1 Iflle=<1

in view of (A.5).
The strong second moment of the Gaussian variable (R;jA — I)F is equal to the trace of its covariance operator. As
Trace(S*S) =Y, |S¢ilI> =Y, > (8o, ¢;)> =Y, IS*¢: %, for any orthonormal basis (¢;) and operator S, we have

E|(RjA—DF|o=>_|(RjA— DL ¢ 2.
ieN

For the orthonormal basis of eigenfunctions of L~! and V; the span of the first j — 1 of these eigenfunctions, as in
Pr(_)position 53,L7*V; C V;,and hence (RjA—1I)L™%¢@; vanishes fori < j.Fori > j the latter element is the difference
g"/) — g of the Galerkin solution g\/) to g = L™%¢;. Therefore, by (A.5) the preceding display is bounded above by a
multiple of

D8’ [ L] =D 800 lnllf <
izj i>j

where we used the estimate Zi>j it < jl’b/(b —1),forb > 1.
Since the first moment of ||(R;A — I) F||o is bounded by the root of its second moment, the lemma follows by Borell’s
inequality (see e.g. Lemma 3.1 and subsequent discussion in [37]). ]

For 12 = 4]’185 /(b j,%a/ d) and j = j, the bound in the preceding lemma becomes e=4¢1  Hence (3.6) is satisfied for

—a/d A/2—a/d
nan/ESan o/ +Jn/ o/ .

Here we choose ¢,, the minimal solution that satisfies the direct prior mass condition (3.5), given in (9.4). Next we solve
for n, under the constraints (3.3) and (3.4). The first of these constraints, j, < ns,%, shows that the first term on the right
side of the preceding display always dominates the second term. Therefore, we obtain the requirements j,, < neﬁ and

fn > N/nn~ BN@=d/2+y)/Qat2y) ;—ald

fn > n~Br@=d/D+y)/Qay) jv/d

Depending on the relation between « and § + d /2, two situations need to be discussed separately.
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(i) @ < B +d/2. We choose j, ~ n?/Ce+2y) = ns,% and then see that the first two requirements in the preceding display
both reduce to n,, > n~(@=d/2)/Qa+2y) \hile the third becomes N > n—P/22+2¥) and becomes inactive.
(ii) o > B+d/2. We choose j, ~ n4/Cx+2r) < ns,zl, and then see that all three requirements reduce to n, > n~#/Ce+27),

Finally, we apply Theorem 3.1 to complete the proof.
9.3. Proof of Theorem 7.2
Let IT; denote the zero-mean Gaussian distribution on H with covariance operator 2L (where « > d /2).

Lemma 9.4. Under the assumptions of Theorem 7.2, for fo € Hg and f <a,as¢ |0,

1 /1 (Qa—=28)/(B+v) T d/(a+y—d/2)
~log (£ 1147 — Al <¢) S 5 ;) +(5) '

& &

Lemma 9.5. Under the assumptions of Theorem 7.2, for fo € Hg and B <a,as e | 0,

d/(a—d/2)
St (fs 1<)z (2)

Lemma 9.6. Under the assumptions of Theorem 7.2, there exist a, b > 0 such that, for every j e Nand x, 7 > 0,

—bx2 20(/d

H,(f: ||f(1) f”o > rx+ra]1/2 O‘/d)

Proofs. The proof of the first lemma follows the same lines as the proof of Lemma 9.2, except that now the Cameron—
Martin space of the measure I1; on H_, is H, equipped with the norm || - [lg = %H - |l rather than its natural norm.
The second lemma follows similarly, but considers the centered probability only. The third lemma is immediate from
Lemma 9.3 as I1; is the law of tF, for F the Gaussian variable with the law IT as in the latter lemma, and the map
fr f9 — fis linear. O

As preparation for the proof of Theorem 7.2, we first show that the minimax rate can be obtained by a Gaussian prior
with the deterministic scaling, dependent on 8, given by

7, = n(@=d/2=B)/QB+2y+d) 9.5)

Theorem 9.7. Assume the conditions on the Hilbert scale, the forward operator A and the true parameter fy in Theo-
rem 6.1 hold. Suppose that the priors Il are zero-mean Gaussian with covariance operators rzL 2% vwith T, as given in
(9.5) and o > d /2. Then for B < «, the posterior distribution satisfies, for sufficiently large M > 0,

M (f 2 1Lf = follo > Mn~=B/@P+2r+d y ) L g,
Proof. The theorem is a corollary to Theorem 3.1. The proof follows the same lines as the proof of Theorem 6.1. By
Lemma 9.4, inequality (3.5) is satisfied for

gn > n~ BFV/CRE2y+d)

By Lemma 9.6, inequality (3.6) is satisfied for

>‘Cn(\/—5n] 1/2 a/d)
We choose j, > ne2, and the minimal solution g, = n~(#+7)/@B+2r+d) o the second last display. It is then straightfor-
ward to verify that (3 3), (3.4) and (3.6) are satisfied for n, ~ n—A/CF+2r+d) O

Theorem 7.2 is a corollary of Theorem 3.3, with the choices

n ~ 0B/ CB2Y D). 6, = n—(B+V/QB+2y+d)

jn = ned = nd/@B+2r+d)

Conditions (3.2), (3.3), and (3.4) are satisfied for these choices. It remains to verify (3.5), and (3.11)—(3.12).
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For ease of notation, for the moment, define 71, and ¢, as in the preceding display, with exact equality (i.e., with the
constant set equal 1). Let 7, be the ‘optimal’ scaling rate defined in (9.5).

Verification of (3.5). For t >~ 1,, and ¢ ~~ ¢, as given and 8 < «, both terms in the right side of Lemma 9.4 are of the
order ns,%. The lemma yields, for 7, < t <271, and some constant a; > 0,

—logMc(f : |1Af = Afoll < en) < aine;

ne

This shows that
(f:IAf — Afoll <en) :/0 N (f: IAf — Afoll < &) dO(r)

> T Q (1, 21,).
If o —d/2 < B, then 1, — 0, and Definition 7.1 on Q gives that

—1og O(ty, 25) < 7,2 = 20D/ QP42 +d) < d/QP+2y+d) _ 2

n°
if B<a.1f0< B <a—d/2,then 1, — 00, and Definition 7.1 on Q gives that
—log O(ty, 270) < fH@=d/D) _  (d@=d/2=p)/(@=d/2)2p+2y+d))

< nd/@BR2+d) _ 2

ne

Finally if « — d/2 = 8, then 7,, = 1 and Q(z,, 21,) = 1. Thus in all three cases Q(z,, 21,) is bounded below by a power
of e~ Combining this with the preceding, we see that TI(f : ||Af — Afoll < é&,) > eane; , for some positive constant
ay, which we can take bigger than 1. Then (3.5) is satisfied for ¢, equal to \/a; times the current &,,.

Verification of (3.12). Lemma 9.5 gives that
)/ @—d/2)

e (f1f = follo < 2mmc) ST (f 2 1fllo < 2nn,r) < e/

.. _ 2.
for some constant a3. This is bounded above by e 42" if

(d/2~0)/@B+2y+d) _

Nn,e =2a47tn 2a4T N [T,

for a sufficiently small constant a4 > 0.
Verification of (3.11). Choosing x = a4, /T, = Ny, /(27) in Lemma 9.6, we see that the left side of (3.11) is bounded
—4dayne

above by e " if Jn satisfies

ajy”> ™M <agnjrn and bai(na/z)?a"" = daone,.

Both inequalities become equalities for j, of the order j, ~ n¢/#+2r+d) 4 indicated at the beginning of the proof.

Since 1/2 —a/d < 0 and 2«/d > 0, the left side of the first inequality is decreasing in j, and the left side of second

inequality is increasing. Thus both inequalities are satisfied for j, = asn?/?#+2r+4) and a sufficienty large constant as.
Finally we choose ¢, and j, in Theorem 3.3 equal to ,/a> and as times the orders indicated at the beginning of the

proof. Then (3.2) is satisfied, and (3.3) and (3.4) are satisfied if 7, is chosen of the indicated order times a sufficiently

large constant.

Appendix A: Galerkin projection

In this section we collect some (well known) results on the Galerkin method. Consider a scale of smoothness classes
(H)ger as in Definition 2.1.

Lemma A.1. If V; is a finite-dimensional space as in Assumption 2.3 such that (2.2) and (2.3) hold, then, for P; : Hy —
V; the orthogonal projection onto Vi, and 0 <s,t < §,

Vf = Py fll—s S8G,08G. I flss  f € Ho, (A1)
Il < ——— gl g€V (A2)
8,8, " - '
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Proof. By the dual norm relation in (ii) of Definition 2.1, and the orthogonality of f — P; f to V;,

If = Pjfll-+= sup (f —Pjf glo= sup (f —P;f .g—Pjglo
lglle <t lglle <1

<If=Pjfllo sup lig— P;gllo
llgll: <1
by the Cauchy—Schwarz inequality. Here || f — P; fllo S8(7, ) flls and lg — Pjgllo S 8(j, p)lgll:, both by (2.2). In-
equality (A.1) follows.
For the second inequality we have, for g € V;,

lgllo=sup (g, flo< sup  llgl—lfl:
feViilifllo=<1 fevilfllo=<t
again by the dual norm relation. Here we can bound || f||; by || fllo/8(J, t), with the help of (2.3). We obtain (A.2) by first
bounding ||g||s with the help of (2.3) and next using the preceding display. ]

Let A: H — G be an injective bounded operator between separable Hilbert spaces, and let V; be a finite-dimensional
subspace of H. The Galerkin solution f/) € V; to the image Af of an element f is defined (also see Section 3) as the
element in V; such that Af () is equal to the orthogonal projection of Af onto the image space W; = AV;. Thus, if
Q; : G — W; denotes the orthogonal projection onto W}, then the Galerkin solution can be written as

fO=RjAf forRj=A"'0Q;,

where the inverse A~! is well defined on the linear subspace W i

If the operators R ;A are uniformly bounded with respect to j, then the convergence rate || f () — fllo of the Galerkin
solution to f is known to be of the same order as the distance || P; f — fllo of f to its projection on V. (See Section 3.2
and Theorem 3.7 in [29], or the proof below.) In particular, if f € Hy and V; satisfies (2.2), then the convergence rate is
given by 6(J, s).

In order to control the stochastic noise term & in the observation scheme (1.1), it is necessary also to control the norms
of the operators R;. The following lemma summarizes the properties of the Galerkin projection needed in the proof of
our main result.

Lemma A.2. If V; is a finite-dimensional space as in Assumption 2.3 such that (2.2) and (2.3) hold, and A : Hy — G
is a bounded linear operator satisfying ||Af| > || fll -y, for every f € Hy, then the norms of the operators R; : G — Hy
and RjA : Hy— Hy satisfy

IR IS : (A.3)
j NA .—’ .
T 8Gy)

IRjAll Sal. (A4)
Furthermore, for f € Hy the Galerkin solution /) e Vi to Af satisfies

£ = Fllo Sa8G.ONFs- (A.5)

Proof. For g € G we have Rjg € V; and hence by (A.2),

1 1 1
——IRjgll—y =~ ——IlAR;gll = ———11Q,¢l,
2 R TV R T2 Rt
since AR; = Q. Because [|Q gl < ||g|l, we conclude that || R; || <1/8(j,y). .
By definition ) = R;Af,and R; A acts as the identity on V;. Therefore fU) — Pjf=R;A(f — P;f), and hence

IR;gllo <

1r9 = Pifllo < IRACS = Pif)| IR NS = Pjfll—y < IR;18G. )1 fllos

by (A.1). By the preceding paragraph || R;[|3(j, y) < 1, so that the right side is bounded above by a multiple of || f|lo. By
the triangle inequality

IRjAfllo= [ F o<1 £ = Piflg+1Pif = fllo+1£lo S 11 f o,

in view of the preceding display and the fact that || P; f — fllo < || fllo. This shows that || R; A| < I.
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Finally, since f) — f = (R;A — I)(f — P; f), we have that

19 = flo=1R;A=D(f = Pi )], < (IR Al + 1)I.f = Pj fllo-

Inequality (A.5) follows by the boundedness of || R; A|| and (2.2). ([l

As is clear from the proof, the smoothing assumption |Af|| > || f|l—, can be relaxed to the pair of inequalities

TAfIS A=y f LV, (A.6)
TAFINZ N fll=y.  f €R(R)). (A7)

This helps to cover cases in which the smoothing condition is satisfied for a modification of the operator A, but not A
itself, for example a modification taking different boundary conditions of a differential operator into account.

We introduce a modified Galerkin solution to Af to cover such a case. Let Ag, A : H — G be injective bounded
operators between separable Hilbert spaces that possess a common inverse in the sense of existence of a linear map B :
D(B) C G — H with domain D(B) containing the linear span of the ranges of Ag and A such that that BAg =1 = BA.
For simplicity of notation, write B = A~ = A, . Intuitively, for the inverse problem, taking Ao f or Af as input data
should be equivalent. However, it may be that Ag is smoothing in a given scale (H;)s;cr, Whereas A is not. In that case
we reconstruct as follows. Assume that ® = A — A has closed range, and let Pg : G — G be the orthogonal projection
onto this range. Now let Q; : G — G be the orthogonal projection onto the finite-dimensional space (I — Pg)AV;, and
set

fY =R Af, forR;j=A"Q;(— Py). (A.8)

Thus after removing the “irrelevant part” of Af that does not influence the inversion, we project onto the finite-
dimensional space (I — Pp)AV; of similarly cleaned functions Af with f € V;, and finally invert.

Lemma A.3. If V; is a finite-dimensional space as in Assumption 2.3 such that (2.2) and (2.3) hold, and Ay, A : Hy — G
are bounded linear operators with common inverse satisfying ||Ao fll = || fll—y for every f € Hy, then the operators
Rj:G— Hyand RjA: Hy— Hyand f) = R;Af as in (A8) satisfy (A.3), (A.4) and (A.5).

Proof. The operator [A]: H — G/®(H) mapping f € H into the class of Af in the quotient space G/ (H) is one-to-
one, since [Af] =0 implies Af € R(®) and hence f = BAf =0, since B® = 0. Identifying [g] € G:= G/®(H) with
the function (I — Pg)g with norm [|[g]llz = [I(/ — Po)gllG, we see that R; Af as in (A.8) is actually the Galerkin solution
to [A] f. It suffices to show that [A]: H — G is smoothing in the sense of (A.6). Now [[[Af]llz = [I(I — Po)Aofllc <
Ao fllg =l fll—y, for every f € H.Furthermore, for every f such that A f L R(®), the inequality is an equality. This
is true for f = R; g, since AgR;jg = Q;(I — Pp)g € (I — Pp)AV;. ([l

Appendix B: Approximation numbers and metric entropy

The jth approximation number of a bounded linear operator T : G — H between normed spaces is defined as

aj(T:G—>Hy= it |T~Ulgn. (B.1)
‘Rank U <j

where the infimum is taken over all linear operators U : G — H of rank (i.e., dimension of the range space) strictly less
than j, and the norm on the right is the operator norm |7 — Ul||lg— g = sup . g <1 KT — U) f|l g. The approximation
numbers measure the possibility of approximating an operator by simpler operators of finite-dimensional rank. There
is a rich literature on approximation numbers. The main purpose of the present section is to note their relationship to
singular values and to metric entropy. Metric entropy plays an important role in the characterization of contraction rates
of Bayesian posterior distributions.

If G C H, we can take T equal to the embedding ¢ : G — H, and then by linearity we see that there exists an operator
U of rank smaller than j such that

If=Ufln Saj(:G— H)lfllg, YfeG.
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If H is a Hilbert space, then the minimizing finite-rank operator U is of course the orthogonal projection P; on V;.
However, the approximation numbers also ‘search’ an optimal projection space. If we take G = H; and H = H), then the
range space V; of U satisfies the approximation property (2.2), with the numbers §(j, s) taken equal to the approximation
numbers a; (¢ : Hy — Hp).

The approximation number is an example of an s-number, as introduced in [46]. In general s-numbers are defined
as maps T — (s;(T)) jen, attaching to every operator T a sequence of nonnegative numbers s;(T'), satisfying certain
axiomatic properties. In general, approximation numbers attached to operators T : H — H are the ‘largest’ possible
s-numbers, but on Hilbert spaces there is only one s-number: all s-numbers are the same (see 2.11.9 in [47]). Because
the singular values are also s-numbers, the latter unicity yields the important relation that the approximation numbers of
operators on Hilbert spaces are equal to their singular values. Recall here that the singular values of a compact operator
T : G — H are the roots of the eigenvalues of the self-adjoint operator T*T : G — G.

The finite-rank approximations U that (nearly) achieve the infimum in the definition of the approximation numbers for
different j are not a-priori ordered. However, in many cases there exists a basis (¢;);en such that the projections on the
linear span of the first j — 1 basis elements achieve the infimum. For Sobolev spaces e.g. spline bases, the Fourier basis,
or wavelet bases are all ‘optimal’ in this sense (see [10,48]).

Approximation numbers are strongly connected to metric entropy. In the literature the connection is usually made
through the notion of ‘entropy numbers’, which are defined as follows. The j-th entropy number e;(T) of an operator
T : G — H is defined as the infimum of the numbers ¢ > 0 so that the image 7 (Ug) C H of the unit ball Ug in G can
be covered by 2/=1 palls of radius ¢ in H; or more formally, with Uy the unit ball in H,

271

ej(T)=inf{e>0:T(Ug) C U (hi +eUp),forsome hy, ..., hyj_; € H}.
i=1

The function j + e;(T') is roughly the inverse function of the metric entropy of T'(Ug) relative to the metric induced by

Il - |z - Recall that the metric entropy of a metric space (U, d) is the logarithm of the covering number N (¢, U, d), which

is the minimal number of d-balls of radius ¢ > 0 needed to cover the space U. Presently we consider the metric entropy
H(e,T)=1logN(e, T(Ug), || - |lg) of T (Ug) under the metric of H. Roughly we have that

N(e, TWUe), |l llm) =2/71, ife;(T) ~e.

If we use the logarithm at base 2, then the map ¢ — H (¢, T') is approximately inverse to the map j > e;(T).
Now it is proved in [13] that for any operator T : G — H between Hilbert spaces with infinite-dimensional ranges:

ej+1(T) <2a;11(T) < 2v/2e;12(T),

for any natural numbers j, J satisfying:

J
3a;(T
jlog2> ZZlogﬂ.
= " ar+(T)
As shown in [13] this relationship between entropy numbers and approximation numbers may be solved to derive the
entropy number from the approximation numbers in many cases.
The following lemma gives one example, important to the present paper.
Lemma B.1 (Metric entropy). For a smoothness scale (Hy)ger satisfying (2.2) with 8(j,s) = j /4
t>0,

,and s > 0 and

log N (e, {f € Hy: I flls < 1} 11 ll=) ~ /T, (B.2)

Proof. By (A.1) the approximation number a; (¢ : Hy — H_;) is of the order §(j, s)8(j,t) = j_(S'H)/d. Itis shownin [13]
that the entropy numbers e; (¢ : Hy — H_;) are of the order j —(+0/d By the preceding reasoning this can be inverted to
obtain the order of the metric entropy of the image of the unit ball in H_;. (]

In a similar way it is possible to invert approximation numbers that are not of the polynomial form j—*/¢. There are
many examples of this type, for instance, involving additional logarithmic terms, or exponentially decreasing rates.
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