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Abstract. We compute the Green’s function on the double cover of Z2, branched over a vertex or a face. We use this result to compute
the local statistics of the “trunk” of the uniform spanning tree on the square lattice, i.e., the limiting probabilities of cylinder events
conditional on the path connecting far away points passing through a specified edge. We also show how to compute the local statistics
of large-scale triple points of the uniform spanning tree, where the trunk branches. The method reduces the problem to a dimer system
with isolated monomers, and we compute the inverse Kasteleyn matrix using the Green’s function on the double cover of the square
lattice. For the trunk, the probabilities of cylinder events are in Q[√2], while for the triple points the probabilities are in Q[1/π ].

Résumé. Nous calculons la fonction de Green sur le revêtement à deux feuillets de Z2, ramifié au-dessus d’un sommet ou d’une face.
Nous utilisons ce résultat pour calculer les statistiques locales du « tronc » de l’arbre couvrant minimal sur le réseau carré, c’est-à-dire
les probabilités limites des événements cylindriques conditionnées à ce que le chemin connectant deux sommets éloignés passe par
une arête donnée. Nous montrons également comment calculer les statistiques locales des points triples à grande échelle de l’arbre
couvrant minimal, où le tronc se sépare. La méthode consiste à ramener le problème à un système de dimères avec des monomères
isolés, et nous calculons l’inverse de la matrice de Kasteleyn à l’aide de la fonction de Green sur le revêtement deux feuillets du réseau
carré. Pour le tronc, les probabilités des événements cylindriques sont dans Q[√2], tandis que pour les points triples, les probabilités
sont dans Q[1/π ].
MSC: 82B41
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1. Introduction

The Green’s function, or inverse Laplacian, on a graph is of fundamental importance in the study of random walks, po-
tential theory, and statistical mechanics models on graphs. In its simplest probabilistic interpretation, the Green’s function
with Dirichlet boundary conditions G(v1, v2) is the expected time spent at a vertex v2 before hitting the boundary, of a
simple random walk started at v1 run in continuous time.

The Green’s function on Z2 is of particular interest because that is a natural setting of simple random walk (SRW)
and other statistical mechanics models where the Laplacian plays a role, like the uniform spanning tree (UST), the dimer
model, and the Ising model.

We study here the Green’s function and a closely related operator, the inverse Kasteleyn matrix, on the double cover
of Z2 branched over a face or a vertex. These operators are important in a number of different situations:

1. In properties of the loop-erased random walk, or the uniform spanning tree “centered on the trunk”.
2. In dimer covers of Z2 with holes at specified locations (see [9]).
3. Simple random walk (SRW) on Z2 with boundary consisting of a ray {(x,0) : x ≤ 0} (see [3,4]).
4. SRW on Z2 with boundary consisting of a diagonal ray {(x, x) : |x| ≤ 0}.
5. In the study of how the SRW winds around a face of Z2 [5].
6. In the critical Ising model on Z2 with a “disorder insertion” (see [7]).
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Fig. 1. Uniform spanning tree edge probabilities near an edge conditioned to be on the trunk. From each vertex there is a unique directed path in the
tree to infinity that avoids the edge conditioned to be on the trunk; here we give the directed edge probabilities.

We compute an exact expression for the Green’s functions for the double branched covers of Z2, branched over a vertex
or a face. As shown below, these are closely related to the Green’s function for SRW on Z2 with boundary consisting of
a ray {(x,0) : x ≤ 0} or the diagonal ray {(x, x) : |x| ≤ 0}.

As an application, we show that the spanning tree edge probabilities near the two-ended loop-erased random walk
on Z2 (the trunk of the uniform spanning tree) form a determinantal process, with an explicit kernel. The local edge
probabilities are shown in Figure 1. For example we show that the probability that a vertex on the trunk has degree 2, 3
or 4 is respectively 1

2 ,
√

2 − 1 and 3
2 − √

2. We also prove a surprising “geometric runs” property: the probability that the
trunk goes straight at least k times is (

√
2 − 1)k . This is a finite (in k) version of an earlier asymptotic (in k) result [12]

(also proved in [21, ex. 5.5]).
For the spanning tree trunk on the triangular lattice we also prove a geometric runs property, where the probability that

the trunk continues straight k times is (2 −√
3)k ; however on this lattice, other local statistics such as degree probabilities

seem to require more ideas to compute.
Lawler [19] also constructs the measure near the trunk on Z2 (and Z3), but without giving explicit values, or showing

that it is determinantal for Z2.
As another application we compute the dimer edge probabilities for the dimer model on Z2 with a fixed monomer at

the origin (with “flat” boundary conditions). Again these dimer probabilities are a determinantal process with an explicit
kernel. See Figure 2.

A curious consequence of the calculation is that the edge probabilities of the above types (and indeed the relevant
Green’s function) take values in Q[√2]; recall that the values of the Green’s function on Z2 are in Q⊕ 1

π
Q.

In the case that the origin is a triple point of the UST (there are three disjoint branches from the origin to ∞), the edge
process is again determinantal; we compute its kernel explicitly. (This tripod computation uses the usual Green’s function
rather than the branched double cover Green’s function.)

In Section 2 we give background information about the Laplacian, the Green’s function, their electrical interpretations,
and their relation with spanning trees. In Section 3 we compute the Green’s function on the slit plane, that is with
Dirichlet boundary conditions on the negative diagonal. This Green’s function is related to the Green’s function on the
double branched cover of the plane in Section 4. In Section 5 we discuss the Kasteleyn matrix on regions with a hole (a
monomer) at the origin, and how this relates to the UST trunk measure. In Section 6 we discuss several properties of the
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Fig. 2. Horizontal dimer probabilities near the monomer, with the exact values written, and shading proportional to these values.

UST trunk measure. In Section 7 we prove that, conditional on the origin being a triple point of the whole-plane UST, the
conditioned UST is again determinantal, and we give an explicit kernel. Our results are extended to the triangular lattice
in Section 8.

2. Background

2.1. Laplacian and Green’s function

The Laplacian on a graph G is the operator � :RG →RG defined by

�f (v) =
∑
v′∼v

f (v) − f
(
v′).

If B is a subset of vertices of G, called boundary vertices, we define the Laplacian with Dirichlet boundary conditions on
B , defined on functions which are zero on B , by the same formula but restricted to v ∈ G \ B (but v′ still varies over all
neighbors of v in G). This is an operator from RG\B to itself.

For a finite connected graph, if B is nonempty, � is invertible and we define G, the Green’s function with Dirichlet
boundary conditions at B , to be its inverse.

If B is empty, � has a kernel consisting of the constant functions. In this case we can define G on the orthocomplement
of the constant functions (functions whose sum is zero), and G is only defined up to an additive constant. Often in this
case this constant is chosen as a function of the first vertex so that G(v, v) = 0.
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2.2. Electrical interpretation

When B is nonempty, the Green’s function G(u,v) with Dirichlet boundary conditions at B has the following interpreta-
tion in terms of a resistor network. For further background see for example Doyle and Snell [8]. Consider G to be a resistor
network with a unit resistance on each edge. Boundary vertices are held at potential 0. Then G(u,v) is the potential at
v when one unit of current enters the circuit at u. Equivalently, hold the vertex u at potential f (u), where f (u) is the
effective resistance between u and B . Then one unit of current will enter the circuit at u and leave through B; the potential
values at the vertices v (including v = u) are G(u,v). The current exiting the circuit at a boundary vertex b ∈ B has the
interpretation as the probability that a random walk started at u will first reach B at b. For a continuous-time random walk
started at u, the voltage G(u,v) equals the expected time that the walk spends at v before reaching B .

2.3. Planar graphs and duals

If a graph G is planar with Dirichlet boundary on its outer face, then associated to the Green’s function G(u,v) is a dual
Green’s function G∗ on the dual graph. It is the conjugate harmonic function for G(u,v), that is, if e = vv′ is an edge of
G then

G∗(f0, f ) − G∗(f0, f
′) = G(u,v) − G

(
u,v′),

where f0 is a fixed face, and f,f ′ are the faces left and right of e when traversed from v to v′. Note however that
G∗(f0, f ) as a function of f is multivalued around u, that is, on a path winding counterclockwise around u it increases
by 1.

In the electrical interpretation, G∗(f0, f ) − G∗(f0, f
′) is the signed amount of current flowing between faces f and

f ′. We sometimes refer to G∗ as the dual voltage.

2.4. Green’s function on Z2

On Z2 we define the Green’s function as a limit of the Green’s function Gn on the graphs Gn = Z2 ∩ [−n,n] × [−n,n]
with Dirichlet boundary conditions as follows.

G
(
v, v′) = lim

n→∞
[
Gn

(
v, v′) − Gn(v, v)

]
. (2.1)

Gn(v, v′) itself diverges as n → ∞ since random walk on Z2 is recurrent. See [25]. Since G(v, v′) < 0 it is sometimes
convenient to use its negative which is known as the potential kernel.

The Green’s function G((x1, y1), (x2, y2)) on Z2 only depends on (x2, y2) − (x1, y1) = (x, y) and has the formula

G
(
(x, y)

) := G
(
(0,0), (x, y)

) = 1

(2π)2

∮ ∮
zxwy − 1

4 − z − 1/z − w − 1/w

dz

iz

dw

iw
. (2.2)

Values of G can be extracted by contour integration. The diagonal values are

−G
(
(x, x)

) = 1

π

x∑
k=1

1/k (2.3)

for x ≥ 0, and the remaining values G((x, y)) can be deduced by symmetry and harmonicity [22]; see Figure 3.

2.5. Uniform spanning trees

The Dirichlet Laplacian and Greens functions on a graph G with boundary B are closely related to uniformly random
spanning trees. det� counts the number of spanning trees, where the boundary is contracted to a single vertex. For two
edges vw and xy, the transfer impedance between them is defined to be Tvw,xy = G(v,x)−G(v,y)−G(w,x)+G(w,y).
The probability that k edges e1, . . . , ek are in a uniform spanning tree is given by the k × k determinant

det[Tei ,ej
]j=1,...,k

i=1,...,k (2.4)

[6], so the edge process of the UST is said to be determinantal with kernel T . There are other natural determinantal
processes; more generally a measure μ on subsets of a set S is said to be determinantal with kernel T if for any finite
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Fig. 3. The potential kernel A((x, y)) = −G((x, y)) of the square lattice.

collection of items e1, . . . , ek ∈ S, the event that e1, . . . , ek are contained in a μ-random subset occurs with probability
given by (2.4).

The uniform spanning tree is also closely related to random walks. The UST path connecting two vertices u and v is
distributed according to a loop-erased random walk (LERW) from u to v [23]. Loop-erased random walk from u to v is
a process that was first studied by Lawler, and is formed from simple random walk from u to v by erasing loops as they
are formed (see [20]).

Pemantle constructed the uniform spanning tree on Zd by taking the UST on large boxes and showing that the finite-
graph UST measures converge [23]. This limiting measure is supported on spanning trees of Zd precisely when d ≤ 4; it
is supported on spanning forests (graphs with no cycles) with infinitely many trees when d > 4 [23]. Almost surely every
vertex of the UST has a unique path to ∞ when d > 1 [2]. The local statistics of the UST on Zd can be computed from
the Green’s function on Zd .

For the UST on an n × n box of Z2, a path within the tree that starts at a vertex v and travels distance order n from v

is called an arm at v. It is easy to see that there are vertices with 2 or 3 arms. Almost always (with probability tending to
1 as n → ∞) there are no vertices with 4 arms [24].

3. Green’s function on the slit plane

The computation in this section is similar to a calculation of Hongler, Gheissari, and Park in [10], Appendix A.
Let D = {(k, k) : k ≤ −1}. We calculate the Green’s function with Dirichlet boundary conditions GD on Z2 \D, which

is zero on D. The function GD is closely related to another function, the Green’s function GZ on Z2 with a zipper of
minus signs starting at the face centered at (− 1

2 ,− 1
2 ), defined as follows. On Z2 take a dual path γ from (− 1

2 ,− 1
2 ) to

∞ contained in the region x > y, for example crossing the edges with one vertex on D and lying below D, see Figure 4.
Change edge conductances on the edges crossing γ to −1. Let �Z be the Laplacian for Z2 with these new conductances
and GZ its inverse (this inverse is essentially the antisymmetric Green’s function on the double cover, see Section 4
below). Even though GZ((0,0), v) depends on the choice of γ , moving γ past a vertex v has the effect of changing the
sign of GZ((0,0), v), but no other values of GZ((0,0), ·) change. In particular if we move γ across all vertices of D, a
symmetry argument shows that GZ((0,0), v) = 0 when v ∈ D, and thus we have GZ((0,0), v) = GD((0,0), v) for all v.
(For a more general formula relating GZ and GD , see equations (4.2) and (4.3).)

Since GD((0,0), v) is symmetric about the diagonal, it is convenient to work in the half plane x ≤ y. We change
coordinates, rotating by −45◦ and scaling so that vertices are at (x, y) ∈ Z2 with x + y even and y ≥ 0, and dual vertices
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Fig. 4. The square lattice with a zipper (in red) along the dual path γ just below the negative diagonal.

Fig. 5. Values of GH (x,y): equivalently, voltages in the half plane with mixed Dirichlet–Neumann boundary conditions, and 1 unit of current inserted
at the origin.

are at (x, y) ∈ Z2 with x + y odd and y ≥ 0. It is also convenient to scale current by 2, so that

GH (x, y) = 2GD

(
(0,0),

(
x − y

2
,
x + y

2

))
= 2GZ

(
(0,0),

(
x − y

2
,
x + y

2

))
.

The function GH is shown in Figure 5; in the rest of this section we give an algorithm for computing GH and a formula
for its generating function. Once this is done, we shall see how to compute the values GZ(u, v) (Corollarly 3.3) and
GD(u,v) (equations (4.2) and (4.3)) at arbitrary pairs of vertices in terms of GH .

3.1. Boundary values

We compute the boundary voltages and currents of GH .
Let cx denote the current that enters the network at (x,0). Then c0 = 1, and for x < 0 the −cx ’s give the exit probabil-

ities of a simple random walk on the slit plane started at (0,0). (Because we scaled voltages by 2, these same cx are the
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exit probabilities for the simple random walk on the half-plane with reflecting boundary conditions on the nonnegative
x-axis.) Define the associated generating function

C(z) =
−∞∑
k=0

ckz
k. (3.1)

Let

V (z) =
∞∑

k=0

GH (2k,0)z2k. (3.2)

The series of voltage drops for GH along the x-axis is defined on odd integers ≥ −1, and is (z − 1/z)V (z).
In the full plane Z2, when one unit of current is inserted at 0 and removed at infinity, using the diagonal values of the

Green’s function on Z2 (see (2.3)), the voltage drop from (2k,0) to (2k + 2,0) is (for any k ∈ Z)

2/π

2k + 1
.

Let δ+(z), δ−(z), and δ(z) be the generating functions for voltage drops on the positive-half, negative-half, and whole
axis respectively:

δ+(z) = 1

π
log

1 + z

1 − z
,

δ−(z) = − 1

π
log

1 + z−1

1 − z−1
,

δ(z) = δ+(z) + δ−(z) = 1

π
log(−1) = ±i.

More precisely, δ+(z) is a formal power series in z which converges for |z| ≤ 1 except at ±1, δ−(z) is a formal power
series in z−1 which converges for |z| ≥ 1 except at ±1, and δ(z) is a formal Laurent series in z which converges for
|z| = 1 except at z = ±1. The value it converges to is

δ(z) =
{

i |z| = 1 and �z > 0,

−i |z| = 1 and �z < 0.
(3.3)

For any resistor network, when one unit of current is inserted at a vertex and removed at another vertex, each edge
carries at most one unit of current. Suppose we apply currents to the network at infinitely many vertices. If the applied
currents are absolutely summable, then the resulting current in any edge of the network converges unconditionally. Hence
the resulting potential function makes sense (up to a global constant), and is harmonic off the vertices to which current is
applied.

Because of the probabilistic interpretation of the coefficients of C(z), its coefficients are absolutely summable, so we
may apply currents according to C(z) to obtain a well-defined set of voltages which is harmonic off the nonpositive
axis. Recall that δ(z), when interpreted as a formal Laurent series, is the generating function for the voltage drops along
the axis when one unit of current is inserted at the origin. When currents are inserted according to C(z), by linearity of
voltages, the resulting voltage drops are C(z)δ(z). The voltage drops can also be written (z − 1/z)V (z) so we obtain

C(z)δ(z) = (z − 1/z)V (z). (3.4)

Define

C∗(z) =
√

1 − 1/z2 and D∗(z) = z − 1/z√
1 − z2

,

where C∗(z) has a branch cut from 1 to −1 in the unit disk and is 1 at ∞, and D∗(z) has a branch cut from 1 to −1
outside the unit disk and the

√
1 − z2 term is 1 at z = 0. Then D∗(z) = ±√

1/z2 − 1, so D∗(z)/C∗(z) = ±i, where the
choice is +i in the region containing z = i and −i in the region containing z = −i,

C∗(z)δ(z) = D∗(z) when |z| = 1 and z �= ±1.
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Observe that C∗(z) is a series with only nonpositive powers of z, and C∗(1) = 0, and except for the constant term, all
remaining coefficients are negative, so the coefficients are absolutely summable. The equation C∗(z)δ(z) = D∗(z) implies
D∗(z) is the series of resulting voltage drops. Since zD∗(z) is a series with only nonnegative powers of z, the resulting
voltages are 0 on the negative axis. If we apply the currents C − C∗ (which we can do since the coefficients of C and
C∗ are both absolutely summable), currents are only applied on the negative axis (since the constant terms of C and C∗
are the same), and the resulting voltages are all 0 on the negative axis. Since the resulting voltages are harmonic off the
negative axis, they are zero everywhere. From this we deduce that (z− 1/z)V (z)−D∗(z) = 0 and C(z)−C∗(z) = 0, i.e.,

C(z) =
√

1 − 1/z2 and V (z) = 1√
1 − z2

. (3.5)

Remark 3.1. The form of equation (3.4) suggests that one might solve for C(z) and V (z) using Wiener–Hopf factoriza-
tion, in which a function h(z) is factored into h(z) = f+(z)f−(z), where f+(z) is analytic in a neighborhood of the unit
disk, and f−(z) is analytic in a neighborhood of the complement of the unit disk. When h(z) is analytic in an annulus
containing the unit circle, this factorization is unique up to a constant factor, which would allow one to “guess and verify”
the factors f+ and f−. For our application, h(z) is non-analytic on the unit circle, and we were unable to find a version of
the unique factorization theorem applicable in this setting; indeed, when f+ and f− are allowed to have non-analyticities
on the unit circle, the factorization is not unique up to constants. For this reason we took a more “bare hands” approach
to solving for the factors, where we made use of the extra information not encoded in (3.4), that is, information we have
about the coefficients in the series expansions for C(z) and V (z).

3.2. The next row

Given all the values of GH (x,0) together with GH (1,1), harmonicity on the positive x-axis allows us to deduce all the
remaining values GH (x,1). For y ≥ 0 let

g+
y (z) =

∑
x≥0

GH (x, y)zx.

Then g+
0 (z) = V (z) = 1/

√
1 − z2. Since GH is harmonic on the positive axis, we have

2g+
0 (z) − (z + 1/z)g+

1 (z) = 2GH (0,0) − GH (1,1).

Thus

g+
1 (z) = 2/

√
1 − z2 − 2 + GH (1,1)

z + 1/z
.

Since limx→∞ GH (x,1) = 0, this implicitly determines GH (1,1). If we guess a value G̃H (1,1) for GH (1,1) and solve
for the rest of the first row using harmonicity, the resulting values G̃H (x,1) would converge to a sequence alternating
between ±(G̃H (1,1)−GH (1,1)), and

∑
x G̃H (x,1)ix would diverge if G̃H (1,1) �= GH (1,1). From the above equation

we see that g+
1 (z) would not diverge as z → i only if GH (1,1) = 2 − √

2, so this must be the correct value of GH (1,1).
Since 2GH (0,0) − GH (1,1) − GH (−1,1) = 1, we have

GH (−1,1) = √
2 − 1. (3.6)

In principle the same method can be used to find the other values of GH row by row, but we will instead derive a generating
function for the values along the y-axis. For that calculation it is convenient to already have the value of GH (−1,1).

3.3. Self-duality in the half-plane

Consider the function GH (v) of Figure 5. Let G∗
H denote the corresponding dual voltages. Since no current flows into

the network along the positive x-axis, the dual voltages on the faces on the positive axis are all equal, so we take them to
be 0 there. One unit of current flows into the network at 0, so G∗

H (−1,0) = −1. Since the voltages on the negative real
axis are 0, the dual currents at (−2k − 1,0) for k > 1 are zero. The harmonic conjugate G∗

H therefore satisfies (up to a
scale factor) the same boundary conditions as GH but reflected, where (x, y) gets mapped to (−x − 1, y). By taking the
dual twice, we see that the scale factor must be −1. Thus

G∗
H (x, y) = −GH (−x − 1, y).
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By combining the definition of the dual voltages with the reflection-self-duality, we have

GH (x, y − 1) − GH (x − 1, y) = G∗
H (x, y) − G∗

H (x − 1, y − 1)

= −GH (−x − 1, y) + GH (−x, y − 1)

and

GH (x, y) − GH (x − 1, y − 1) = G∗
H (x − 1, y) − G∗

H (x, y − 1)

= −GH (−x, y) + GH (−x − 1, y − 1),

which in the case x = 0 and y > 0 gives

GH (0, y) = GH (−1, y − 1). (3.7)

3.4. Moving the zipper

To compute GZ(u, v) for general u and v, we can use the above computation for GZ((0,0), v) and introduce new zipper
edges. A similar approach was used in [17]. Let �Z denote the Laplacian with the zipper, let p and q be adjacent vertices,
and let �Z′

be the Laplacian with the zipper and one extra zipper edge (p, q). Then for a function f ,

(�Z′f )(v) = (�Zf )(v) + 2f (p)1v=q + 2f (q)1v=p.

Define

h(v) = GZ(u, v) + aGZ(p, v) + bGZ(q, v). (3.8)

Then

(�Z′h)(v) = 1v=u + (
a + 2GZ(u,q) + 2aGZ(p,q) + 2bGZ(q, q)

)
1v=p

+ (
b + 2GZ(u,p) + 2aGZ(p,p) + 2bGZ(q,p)

)
1v=q .

We choose the edge (p, q) to be incident to the face containing the endpoint of the zipper, and we choose a and b so that
the last two terms are zero:

a + 2GZ(u,q) + 2aGZ(p,q) + 2bGZ(q, q) = 0,

b + 2GZ(u,p) + 2aGZ(p,p) + 2bGZ(q,p) = 0.

For the square lattice with zipper γ of Figure 4 let p = (0,0) and q = (−1,0). Then GZ(p,p) = GZ(q, q) = 1/2, and
GZ(p,q) = GZ(q,p) = 1/

√
2 − 1/2, which gives

√
2a + 2GZ(u,q) + b = 0,

√
2b + 2GZ(u,p) + a = 0

and hence

a = 2GZ(u,p) − 2
√

2GZ(u,q),

b = 2GZ(u,q) − 2
√

2GZ(u,p).

3.5. Vertical generating function

To obtain the “vertical generating function”
∑

k≥0 GH (0,2k)wk we work with the G
�
Z , which is the zipper Green’s

function GZ on the whole lattice Z2 but with rotated and dilated coordinates, as we did for GH , that is,

G
�
Z

(
(x, y),

(
x′, y

)) = GZ

((
x − y

2
,
x + y

2

)
,

(
x′ − y′

2
,
x′ + y′

2

))
.
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We let u = (0,0) and v = (2k,0) and adjoin the zipper edges (p, q) with p = (0,0) and q = (−1,1). The zipper then
starts in the face at (0,1), and we deform the zipper so that it goes up vertically from there. Then

G
�
Z′

(
(0,0), (2k,0)

) = G
�
Z

(
(0,0), (0,2k)

)
.

But by (3.8)

G
�
Z′

(
(0,0), v

) = G
�
Z

(
(0,0), v

)
(1 + a) + bG

�
Z

(
(−1,1), v

)
,

where

a = 2G
�
Z

(
(0,0), (0,0)

) − 2
√

2G
�
Z

(
(0,0), (−1,1)

) = 1 − (2 − √
2) = √

2 − 1

and

b = 2G
�
Z

(
(0,0), (−1,1)

) − 2
√

2G
�
Z

(
(0,0), (0,0)

) = √
2 − 1 − √

2 = −1.

But by deforming the zipper, we see that G
�
Z ((−1,1), (2k,0)) = G

�
Z ((0,0), (−1,2k + 1)). Thus

G
�
Z

(
(0,0), (0,2k)

) = √
2G

�
Z

(
(0,0), (2k,0)

) − G
�
Z

(
(0,0), (−1,2k + 1)

)
.

For k ≥ 0, by the reflection-duality, G
�
Z ((0,0), (−1,2k + 1)) = G

�
Z ((0,0), (0,2k + 2)), so

GH (0,2k) + GH (0,2k + 2) = √
2GH (2k,0), k ≥ 0. (3.9)

This gives a recurrence for the vertical values, which we can encode in the generating function

∑
y≥2

GH (0, y)wy =

√
2√

1−w2
− 1

1 + w2
. (3.10)

Theorem 3.2. We have an algorithm for computing GH (x, y), which uses the values for GH given by equations (3.2),
(3.5), (3.9), and (3.7) together with the recurrence relation given by the harmonicity of GH . As a consequence of this
algorithm we see that all values of GH (x, y) are in Q[√2], in fact they’re dyadic rationals with

√
2 adjoined.

Corollary 3.3. We have an algorithm for computing GZ : GZ(0, v) is determined by GH , and for u �= 0, GZ(u, v) can
be recursively computed by moving the endpoint of the zipper as described in Section 3.4.

3.6. Generating function in quadrants

Let GN(z,w) and GW(z,w) be the formal power series for GH in the first and second quadrants:

GN(w,z) =
∑
x≥0
y≥0

GH (x, y)zxwy, GW(w, z) =
∑
x<0
y≥0

GH (x, y)zxwy.

Recall that V (z) = GN(z,0) = 1/
√

1 − z2 is the generating function of voltages along the x-axis. Let B(w) =
GN(0,w) − 1 be the generating function of voltages along the positive y-axis. From the reflection duality (3.7), we
had

∑
y GH (−1, y)wy = B(w)/w.

Since the Green’s function in the quadrant is harmonic except along the boundary, we can compute(
4 − (w + 1/w)(z + 1/z)

)
GN(z,w)

= (
2 − (z + 1/z)/w

)
V (z) − w/z − (w + 1/w)/zB(w) + (

1 + 1/w2)B(w) + 2 − GH (−1,1) − GH (1,1),

which we may rewrite as

GN(z,w) =
∑
x≥0
y≥0

GH (x, y)zxwy =

√
2(1−w/z)√

1−w2
+ 2−z/w−1/zw√

1−z2

4 − w/z − z/w − zw − 1/zw
. (3.11)
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By multiplying both numerator and denominator by wz, we can extract all values in the quadrant via ordinary series
expansion. Similarly,

GW(z,w) =
∑
x<0
y≥0

GH (x, y)zxwy =

√
2(w/z−1)√

1−w2
+ √

1 − 1/z2

4 − w/z − z/w − zw − 1/zw
(3.12)

is a power series in 1/z and w.
Notice that GN(z,w) + GW(z,w) is a formal Laurent series in z and power series in w, in which the

√
2 terms

cancel. The
√

2 terms can be recovered from GN + GW even though they do not appear explicitly, using the fact that the
coefficients converge to 0 at infinity, but it is easier to work with GN and GW than GN + GW .

Since the voltages are between 0 and 1, the generating function GN(z,w) is convergent for |z| < 1 and |w| < 1, while
GW(z,w) is convergent for |z| > 1 and |w| < 1. There is a whole curve of (z,w) values along which the denominator
4 − w/z − z/w − zw − 1/zw vanishes, but the numerator also vanishes along that curve.

4. Green’s function on the double cover of Z2

In this section it is convenient to have D start at the origin; let D0 = {(k, k) : k ≤ 0} and GD0(v,w) = GD(v − (1,1),w −
(1,1)) the shifted version of GD .

Let � be the double cover of the graph Z2, branched over the origin. This is a graph with two vertices, edges and faces
over every vertex, edge and face of Z2 except for a single vertex over the origin (of degree 8). See Figure 6.

Let � be the dual of �. This is the double cover of the graph (Z + 1
2 )2 branched over the face centered at the origin.

See Figure 7.
Let π : � → Z2 and π : � → (Z + 1

2 )2 be the projection. Each vertex z ∈ Z2 (except z = 0) has two pre-images
in �, and each vertex z ∈ (Z + 1

2 )2 has two pre-images in �. For z ∈ Z2 ∪ (Z + 1
2 )2, we let zβ denote the principal

branch in � or �, with a branch cut along but just below the negative diagonal, i.e., for adjacent vertices z1, z2 ∈ Z2 or
z1, z2 ∈ (Z + 1

2 )2, the vertices z
β

1 , z
β

2 ∈ � ∪ � are adjacent except for pairs of the form {(−k,−k), (−k + 1,−k)} and
{(−k,−k), (−k,−k − 1)} with 2k ≥ 1.

Let σ : z �→ zσ be the map exchanging sheets of the cover � or �, and τ : z �→ zτ the reflection of � or � in the
pre-image of D0. These operations commute.

The Green’s functions G�,G� on � and � respectively are defined as in (2.1), as a limit of the Green’s functions for
the corresponding double branched covers of Gn.

Since

G�(v,w) + G�

(
vσ ,w

) = GZ2

(
vπ ,wπ

)
,

G�(v,w) + G�

(
vσ ,w

) = G
(Z+ 1

2 )2

(
vπ ,wπ

)
,

the Green’s function on either � or � can be easily recovered from the “antisymmetric Green’s functions”, which are
defined by

GA
�(v,w) = G�(v,w) − G�

(
vσ ,w

)
,

GA
�(v,w) = G�(v,w) − G�

(
vσ ,w

)
.

The antisymmetric Green’s functions on � and � turn out to be nicer than the usual Green’s functions. We can also
interpret GA

� as being defined for v,w ∈ Z2 and GA
� as being defined for v,w ∈ (Z+ 1

2 )2 by taking the principal branch.
GA

� can be directly expressed in terms of the Green’s function with a zipper. For v,w ∈ � we have

GA
�(v,w) = GZ

(
vπ −

(
1

2
,

1

2

)
,wπ −

(
1

2
,

1

2

))
×

{
+1 v and w on the same branch,

−1 v and w on opposite branches,
(4.1)

GA
� can also be expressed in terms of the Green’s function with a zipper, but now with Dirichlet boundary conditions at

the origin: For v,w ∈ � we have

GA
�(v,w) =

[
GZ

(
vπ ,wπ

) − GZ(vπ ,0)GZ(0,wπ)

GZ(0,0)

]
×

{
+1 v and w on the same branch,

−1 v and w on opposite branches.
(4.2)
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Fig. 6. The antisymmetric Green’s function GA
�((1,0)β , ·). The source is at (1,0)β shown in red, and the sink is at (1,0)βσ , shown in blue.

For v,w ∈ Z2, we can use the method of images in � (Figure 8) to compute GD0(v,w):

GD0(v,w) = G�

(
vβ,wβ

) − G�

(
vβτ ,wβ

)
= 1

2
GA

�

(
vβ,wβ

) + 1

2
GZ2(v,w) − 1

2
GA

�

(
vβτ ,wβ

) − 1

2
GZ2

(
vβτπ ,w

)
. (4.3)

From this we see that values of GD0 (and hence of GD) take values in Q⊕ 1√
2
Q⊕ 1

π
Q.

5. Temperleyan regions with a hole

We explain here how to compute the inverse Kasteleyn matrix for Temperleyan regions with a hole in terms of Green’s
functions. For background on the dimer model, the Kasteleyn matrix, and Temperleyan regions see [15].

We first recall the Temperley’s bijection (see [27] for the square grid and [16] for general planar graphs), between
spanning trees of a planar graph and dimer coverings of an associated graph, illustrated in Figure 9.

Let G be a finite graph embedded in the plane with vertex set V , face set F , and edge set E. Let G+ be the graph
(embedded in the plane) whose vertices are V ∪ F ∪ E, with an edge between e ∈ E and v ∈ V when v is an endpoint
of e in G, with an edge between e ∈ E and f ∈ F when e bounds the face f in G, and no other edges (Figure 10). The
graph G+ is bipartite, with parts V ∪ F and E. By Euler’s formula, |V | + |F | = |E| + 2. If v0 and f0 are a distinguished
vertex and face of G, and v0 is incident to f0, then the spanning trees of G are in bijective correspondence to the perfect
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Fig. 7. The antisymmetric Green’s function GA
�((1,1)β , ·). The source is at (1,1)β shown in red, and the sink is at (1,1)βσ , shown in blue.

Fig. 8. The method of images in the branched double cover. We pair v with vτ to make the preimage of D0 zero and compute GD0 . We pair vσ with
vτ to make the preimage of −D0 zero and compute G−D0 , but there are two cases depending on whether w is on the same side of the preimage of
−D0 as vτ or vσ .
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Fig. 9. Temperley’s bijection. The tree in green (oriented towards the root vertex in the lower left corner) gives rise to a dimer cover (blue) by laying
dimers along the tree edges when oriented towards the root.

Fig. 10. The graph G+ is formed from G (blue) and its dual G† (red).

matchings of G+ \ {v0, f0}. If v0 and f0 are not incident, then there is still an injective map from spanning trees of G
to perfect matchings of G+ \ {v0, f0}, but it is not surjective in general. For further background see [16]. We will be
interested in regions with holes, so we do not generally require v0 and f0 to be incident to each other.

We can make a bipartite Kasteleyn matrix for G+ \ {v0, f0} as follows. Each edge-type vertex e+ of G+ is incident to
four edges in G+ which are cyclically ordered since they are embedded in the plane. For an arbitrary complex number
we ∈C of unit modulus |we| = 1, we assign the weights we, iwe , −we, −iwe in cyclic order to the edges incident to e+.
(Weights of this type were used in [13] for the square grid.) Every face of G+ has four sides, and it is easily verified that
each face is “Kasteleyn-flat”. (In a signed bipartite graph, a face with δ edges is Kasteleyn-flat if the product of signs of
every other edge on the boundary equals the product of the other signs times −(−1)δ/2.) If v0 and f0 are incident, we
can simply delete them, and the resulting weighted graph remains Kasteleyn-flat, i.e., it gives a valid Kasteleyn matrix. If
v0 and f0 are not incident, we connect them by a path that avoids vertices of G+; each time the path crosses an edge of
G+, we change its sign. See Figure 11. Upon removing v0 and f0, the resulting weighted graph is Kasteleyn-flat, giving
a valid Kasteleyn matrix K .

We think of the matrix K as mapping functions on (V ∪ F) \ {v0, f0} to functions on E (K has rows indexed by E).
Let K̄ be the conjugate of K , and let K∗ = K̄T be the conjugate transpose of K .



Green’s function on the double cover of Z2 and the uniform spanning tree trunk 1855

Fig. 11. The Kasteleyn signs of G+ \ {v0, f0} when f0 and v0 are not incident to each other.

Let �
v0�f0
G,v0

be the Laplacian on G with Dirichlet boundary at v0 and a zipper on the path from v0 to f0, where edges

on the zipper have a weight of −1, and similarly define �
v0�f0
G†,f0

to be the Dirichlet Laplacian on the dual G† of G with a
zipper on the path from v0 to f0.

A key property of the above choice of weights is that K∗K , when restricted to functions on V , is just �
v0�f0
G,v0

, and

when K∗K is restricted to functions on F , it is �
v0�f0
G†,f0

. In other words,

K∗K = KT K̄ = �
v0�f0
G,v0

⊕ �
v0�f0
G†,f0

.

Let

G
v0�f0
G,v0

= (
�

v0�f0
G,v0

)−1

be the Dirichlet Green’s function on G with boundary at v0 and the zipper v0 � f0. Equivalently, this the antisymmetric
Green’s function on the branched double cover of G, branched on the path v0 � f0, with Dirichlet boundary at v0. Define
G

v0�f0
G,v0

similarly. Then

K−1 = (
K̄G

v0�f0
G,v0

)T ⊕ (
K̄G

v0�f0

G†,f0

)T
. (5.1)

In other words, K−1 evaluated at v ∈ V and edge e ∈ E is (up to complex sign) the current flowing across edge e in the
branched double-cover of G (with Dirichlet boundary at v0) when current is inserted at v in one branch and extracted at
v in the other branch, and K−1 at f ∈ F and e ∈ E is interpreted similarly for the dual graph G†.

When v0 and f0 are incident to each other, as in the standard Temperley bijection, the zipper may be chosen to cross
no edges at all, in which case (5.1) expresses K−1 in terms of the Dirichlet Green’s function on G itself. This relation was
used in [13] to express K−1 on Z2 (with Temperleyan boundary conditions) in terms of the Green’s function on Z2.

6. The uniform spanning tree trunk

6.1. From trees to dimers

Temperley’s bijection between trees and dimers was extended in [12, Lemma 17] to a bijection between dimer covers of
regions in Z2 with a single hole, and spanning trees of associated regions in which a specified branch goes through the
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Fig. 12. Version of Temperley’s bijection for an odd by odd square grid with a hole at the center.

corresponding edge. See Figure 12 for the case we are interested in here: Let H be the (2n − 1) × (2n − 1) grid graph
with a single hole at the center. Let G be the (n− 1)×n grid graph (with n− 1 columns and n rows) in which the left and
right boundaries have been wired, in the sense that we add two more vertices L and R, L being connected to all vertices
on G’s left boundary and R being connected to all vertices on G right boundary. Then dimer covers of H correspond to
spanning trees of G in which the unique tree path connecting L and R passes through the horizontal edge at the center.

The dimer statistics on H are determined by the inverse Kasteleyn matrix [11], which is notoriously sensitive to
boundary conditions [15]. But here we can use a special feature of this set-up, that the graph H of the dimer system in
Figure 12 is identical to the graph in Figure 11. Using formula (5.1) we can compute the inverse Kasteleyn matrix of H
in terms of the Green’s functions for the graph and dual graph in Figures 10 and 11 with a zipper connecting the center
to the boundary. These finite-graph Green’s functions with a zipper converge to the Green’s function on Z2 with a zipper
as long as the distance between the boundary of the region and the origin tends to infinity.1 As a consequence the inverse
Kasteleyn matrix for H converges near the origin as n → ∞, and therefore the local statistics near the origin for the “UST
trunk” on G converge.

Here by “local statistics” we mean the probabilities of cylinder events. A somewhat stronger statement holds, since the
dimer local statistics determine the local statistics of the directed spanning tree (directed, say, from L to R) and directed
dual tree.

Theorem 6.1. Let GM,N be the M × N grid, containing a horizontal edge e0. Wire the left and right sides of GM,N to
vertices L and R respectively. Let T be a uniform spanning tree, conditioned on the path within the tree from L to R to
pass through e0. From every vertex there is a unique path in T leading to one of {L,R} that avoids e0; orient the tree
edge in this direction, and similarly orient the dual tree edges towards the free boundary components while avoiding the
dual of e0. Then the measure on the directed tree and dual tree edges converges as the distance from e0 to the boundaries
of the box go to infinity. The limiting measure is determinantal with kernel given by (5.1) with G

v0�f0
G,v0

,G
v0�f0
G†,f0

there

replaced by GA
� and GA

�.

The existence of the limiting measure also follows from work of Lawler [18], and is made more explicit in [19]. Our
techniques give more: there is an explicit formula for the spanning tree “trunk measure” on any graph approximating Z2,
using the analogs of GA

� and GA
� for these finite graphs. Since these functions converge along any sequence of graphs

exhausting Z2, this gives quick way to see the convergence to the full plane measure along any graph sequence.

6.2. Example calculations

We illustrate with an example calculation. We can for instance compute the probability that the trunk turns left at (1,0)

and has two subtrees attached to it. This event is equivalent to the existence of dimers at (1,0)(1,1), (3,0)(2,0), and

1This convergence follows from the convergence of G� , the antisymmetric Green’s function on the double cover of Z2, which in turn follows from the
recurrence of the random walk.
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(1,−2)(1,−1). The probability of this event is given by the following 3 × 3 subdeterminant of K−1, where the rows are
indexed by the even-index vertices within the three dimers and the columns are indexed by the odd-index vertices:

det

⎡
⎢⎣

K−1
(1,1),(1,0) K−1

(1,1),(3,0) K−1
(1,1),(1,−2)

K−1
(2,0),(1,0) K−1

(2,0),(3,0) K−1
(2,0),(1,−2)

K−1
(1,−1),(1,0) K−1

(1,−1),(3,0) K−1
(1,−1),(1,−2)

⎤
⎥⎦ × K(1,0),(1,1)K(3,0),(2,0)K(1,−2),(1,−1).

Since (1,1) and (1,−1) are of type (odd, odd), their rows are obtained from differences of GA
�, and since (2,0) is of type

(even, even), its row is obtained from differences in GA
� . For instance, the (1,1), (1,0) matrix entry is

K−1
(1,1),(1,0) = −iGA

�

(
(1,1)

2
,
(1,1)

2

)
+ iGA

�

(
(1,1)

2
,
(1,−1)

2

)
= −i

(
1

2

)
+ i

(
−1

2
+ 1√

2

)
= −i + i√

2
,

and the (2,0), (1,−2) entry is

K−1
(2,0),(1,−2) = GA

�

(
(2,0)

2
,
(2,−2)

2

)
− GA

�

(
(2,0)

2
,
(0,−2)

2

)
=

(
−1

2
+ 1√

2

)
−

(
3

2
− √

2

)
= −2 + 3√

2
.

The rest of the matrix is computed in the same fashion, and is

⎡
⎢⎢⎢⎢⎢⎣

(1,0) (3,0) (1,−2)

(1,1) i√
2

− i i
√

2 − 3i
2 i

√
2 − 3i

2

(2,0)
√

2 − 1 2
√

2 − 3 3√
2

− 2

(1,−1) i − i√
2

3i
2 − i

√
2 i

2 − i√
2

⎤
⎥⎥⎥⎥⎥⎦

and upon taking the determinant, we find that the probability is

5

2
− 7

2
√

2
.

Similarly, the probability that the trunk continues straight at (1,0) and has two subtrees attached to it is given by

det

⎡
⎢⎣

K−1
(2,0),(1,0) K−1

(2,0),(1,2) K−1
(2,0),(1,−2)

K−1
(1,1),(1,0)

K−1
(1,1),(1,2)

K−1
(1,1),(1,−2)

K−1
(1,−1),(1,0) K−1

(1,−1),(1,2) K−1
(1,−1),(1,−2)

⎤
⎥⎦ × K(1,0),(2,0)K(1,2),(1,1)K(1,−2),(1,−1) = 5√

2
− 7

2
.

By combining the last two probabilities, we see that the probability that vertex (1,0) (i.e., a typical vertex on the trunk)
has degree 4 is 3/2 − √

2. The probability that vertex (1,0) has degree 2 or 3 can be computed in the same manner using
a finite sum of dimer cylinder events, and these probabilities are 1/2 and

√
2 − 1 respectively. Another interesting event

is the probability that the trunk continues straight at vertex (1,0), which is
√

2 − 1.

6.3. Geometric distribution for straight runs

Suppose that the spanning tree trunk contains a straight sequence of k edges. The probability that the trunk continues
straight for a k + 1-st edge is

√
2 − 1. More formally,

Theorem 6.2. In the spanning tree trunk measure for the square lattice, the probability that the trunk contains the path
(1,0)(3,0) · · · (2k + 1,0) is (

√
2 − 1)k .

Proof. We use induction on k, with the case k = 0 being trivial. In the Temperleyan region associated with the box,
we remove the 2k + 1 vertices (0,0), (1,0), . . . , (2k,0) which correspond to the edges and interior vertices of a path
of length k + 1, and let R denote the resulting region. The conditional probability that P also contains the next edge
(2k + 1,0)(2k + 3,0) is the probability that the dimer (2k + 2,0)(2k + 3,0) is present in a random dimer covering
of R. To compute this probability, we invert the Kasteleyn matrix with a zipper (illustrated in Figure 13). This in turn
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Fig. 13. On the left, the Kasteleyn matrix associated to a UST trunk of length 2. We relate K−1 to the Green’s function with Dirichlet boundary
conditions on the central black segment of the figure on the right.

can be expressed in terms of the Green’s function G on type-(0,0) vertices within the box, with a zipper from the hole
to the outer boundary, with Dirichlet boundary at (0,0), (2,0), . . . , (2k,0), and in particular it is G(2k+2,0),(2k+2,0). We
may deform the zipper so that it lies just below the negative x-axis, and see that G(2k+2,0),v is just the Green’s function
with Dirichlet boundary at {(x,0) : x ≤ 2k}, evaluated at (2k + 2,0) and v. With v = (2k + 2,0), in the limit where the
boundary of the box tends to infinity, this is

√
2 − 1. �

There is another argument for the geometric distribution for straight runs in the trunk. Lawler proved a combinatorial
identity [18, Thm. 3.1] which he used to estimate the probability that an edge lies on the uniform spanning tree path
connecting two sides of a box (see also [1] for more precise results.) The focus of these works was scaling limit properties
rather than the local measure around the trunk, but the proof of [18, Thm. 3.1] can be adapted to show that the local
measure exists. The method of proof does not lend itself to explicit computations of probabilities in the trunk measure,
with one exception: the argument in the proof can be extended to show that the probability that the trunk continues
straight k times is the kth power of G(0,0),(0,0) where G the Green’s function on Z2 with Dirichlet boundary conditions
at {(x,0) : x < 0}. We already have a short proof of this for the square lattice, but the proof of [18, Thm. 3.1] can also
be adapted to work for the triangular lattice, since it has a reflection symmetry and other properties required by the
proof. Rather than give a complete argument here for the geometric runs property for the triangular lattice, which would
reproduce large portions of the proof of [18, Thm. 3.1], we direct the reader to read [18, Proof of Thm. 3.1] with this new
claim in mind. We will see in Section 8 that the relevant constant is 2 − √

3.

7. Near a triple point of the UST

Consider the UST on an n × n square grid, and consider the event A = A(vt , v1, v2, v3) that a nonboundary vertex vt has
three disjoint branches to three boundary vertices v1, v2, v3. We call such a point vt a triple point. We orient the edges
of the tree towards v1; the edges of the dual tree are naturally oriented towards the outer face. See Figure 9, with v1 the
lower left corner, v2 the upper right corner, and v3 the lower right corner.

We show that the oriented edges and dual edges of this UST conditioned on event A form a determinantal process,
with kernel obtained from the inverse Kasteleyn matrix for an associated graph. The unoriented tree edges also form a
determinantal process, with a kernel obtained from this one.

In the limit n → ∞ with the distance from vt to the boundary also going to ∞, the inverse Kasteleyn matrix converges
near vt and we find a limiting determinantal measure on the UST on Z2 conditioned to have a tripod point at a given
point, for example the origin.

7.1. Temperley’s bijection

As before we take G to be an n × n grid and G+ to be a (2n − 1) × (2n − 1) grid obtained by taking the superposition
of G and its planar dual. We make another bipartite graph HNE from G+ by removing black vertices f0, v1, v2, v3 (where
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Fig. 14. The tripod version of Temperley’s bijection, with the spanning tree in green and dimer configuration in blue. Here the boundary vertices
v1, v2, v3 are at the SW, SE, NE corners, and the tripod vertex vt with its east and north neighbors are labeled.

f0 corresponds the outer face of G, and v1, v2, v3 are on the boundary of G) and removing white vertices w1,w2 corre-
sponding to edges e1, e2 going E and N respectively from vt . Let ANE ⊂ A be the event that the tree has a triple point at
vt and two of the three paths from vt start in the N and E directions. Similarly define ANW,ASW,ASE. Let ANEW ⊂ A be
the event that the tree has a triple point at vt and the three paths start in the N , E, and W directions, and similarly define
ASEW,ANES,ANWS. Let ZNE, ZNEW, etc., denote the number of spanning trees of the above types.

Lemma 7.1. Temperley’s bijection extends to a bijection between dimer covers of HNE and spanning trees of G in ANE.

Proof. See Figure 14. Let b1, b2, b3, b4 be the E,N,W,S (respectively) neighbors of vt ∈ G. When we apply Temperley’s
bijection to a dimer cover of HNE, the tree branches starting at vt , b1, b2 will necessarily be disjoint and land on v1, v2, v3.
Indeed, if any two of these branches meet, the region enclosed between them will have an odd number of vertices of HNE,
contradicting the existence of a dimer cover.

Conversely, given a spanning tree of G in ANE, root the tree at v1 and orient all edges towards v1. Now change the
orientation on the paths between v2 and vt and between v3 and vt . When we the convert the tree to a dimer cover as per
Temperley’s bijection, the dimer cover will leave w1,w2 uncovered. �

We also make use of another version of Temperley’s bijection. From G+ remove f0, v1, v2, v3 and contract
w1,w2,w3,w4, vt to a single white vertex w0, i.e., so w0 is attached to all of the neighbors of w1, . . . ,w4 with mul-
tiplicity, and denote the resulting graph Htr (tr is short for “tripod”). We make a Kasteleyn matrix Ktr for Htr by keeping
the Kasteleyn signs from the normal Kasteleyn matrix KNE for HNE, and choosing the signs for Ktr(w0, b) as shown in
Figure 15. (Since an even number of vertices are removed near the point of interest in the dimer graphs HNE and Htr,
there is no zipper of −1’s in the Kasteleyn matrix as there was in the trunk calculations. Consequently it is the Green’s
function on Z2 rather than the branched double-cover of Z2 that will be relevant for the tripod calculations.)

Lemma 7.2 ([14]). Dimer covers of the graph Htr correspond through Temperley’s bijection to spanning trees of G in
A(vt , v1, v2, v3). As a consequence, the edge process in A(vt , v1, v2, v3) is determinantal (with kernel determined by the
inverse Kasteleyn matrix of Htr).

Proof. There are 12 edges (with multiplicity) connecting vertex w0 to the rest of the graph, and each of these edges was
originally connected to one of w1, . . . ,w4 before the contraction. Say that w0 is paired via an edge originally connecting
to wi . Then in the tree given by Temperley’s bijection, w0 plays the role of wi , and the tree contains a tripod at vt using
the edges {w1, . . . ,w4}� {wi}. �

7.2. Computation

The Kasteleyn matrix K on G+ \ {f0, v1} is related to the Green’s function on G as discussed in Section 5. To obtain
the Kasteleyn matrix KNE for HNE from the Kasteleyn matrix K for G+ \ {f0, v1}, we simply delete rows w1,w2 and
columns v2, v3.
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Fig. 15. Local graph transformation in which vt and its neighbors w1,w2,w3,w4 are contracted to a white vertex w0. The Kasteleyn weights of the
resulting graph stay the same as the original weights, except for edges incident to w0, which are updated as shown.

Now

K−1
NE(b,w) = det[K − {rows w,w1,w2, columns b, v2, v3}]

det[K − {rows w1,w2, columns v2, v3}] ,

or, using the Jacobi relation between minors of a matrix and minors of its inverse,

Lemma 7.3.

K−1
NE(b,w) =

det

⎛
⎝ K−1(b,w) K−1(b,w1) K−1(b,w2)

K−1(v2,w) K−1(v2,w1) K−1(v2,w2)

K−1(v3,w) K−1(v3,w1) K−1(v3,w2)

⎞
⎠

det

(
K−1(v2,w1) K−1(v2,w2)

K−1(v3,w1) K−1(v3,w2)

) . (7.1)

The denominator in (7.1) is the probability that a random tree in the graph has a tripod at vt connecting v1, v2, v3 and in
which two of the three initial directions are north and east, i.e., it is Pr[ANE].
7.3. Limit

For simplicity we will take a specific limit as n → ∞; for the general case, one can use the estimates for K−1 for a general
Temperleyan region in [13]. As n increases we center the n × n box Gn on the middle of its lower boundary, so that Gn

converges to the upper half plane. We also assume that the size of Gn grows faster than the distances between the vi and
vt , and that these distances grow faster than the distances |b − vt | and |w − vt |: let m = √

n, and suppose v1, v2, v3 are
on the lower boundary of G and converge when rescaled by 1/m to distinct points z1, z2, z3 ∈ R. Suppose further that vt

when rescaled by 1/m converges to a point u ∈ C with �(u) > 0. (So b,w,w1,w2 when rescaled by 1/m all converge to
u.) Then for n large, the Green’s function G(b,vt ) approximates the Neumann Green’s function for the upper half plane,
and in particular

G(vi, vt ) = logm

π
+ 1

2π
log

[
(zi − u)(zi − ū)

] + O
(
1/m2)

[26]. Upon taking discrete derivatives we find

K−1(vj ,w1) = − 1

πm

(
1

zj − u
+ 1

zj − ū

)
+ O

(
1/m2)

and

K−1(vj ,w2) = − i

πm

(
1

zj − u
− 1

zj − ū

)
+ O

(
1/m2).
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So the denominator of (7.1) is

i

π2m2
det

(
1

z2−u
+ 1

z2−ū
1

z2−u
− 1

z2−ū
1

z3−u
+ 1

z3−ū
1

z3−u
− 1

z3−ū

)
+ O

(
1/m3) = i

π2m2

2(z2 − z3)(u − ū)

|(z2 − u)(z3 − u)|2 + O
(
1/m3). (7.2)

If w is horizontal, then the last two rows of the matrix in the numerator of (7.1), when multiplied by m, have the form(
A + O(|w − w1|/m) A C

B + O(|w − w1|/m) B D

)

where AD − BC is bounded away from 0 by equation (7.2). Under this condition on AD − BC, we have the identity

det

⎛
⎝ a b c

A + O(|w − w1|/m) A C

B + O(|w − w1|/m) B D

⎞
⎠

det

(
A C

B D

) = a − b + O
(
c|w − w1|/m

) + O
(
b|w − w1|/m

) = a − b + o(1),

so (7.1) tends to K−1(b,w) − K−1(b,w1) as n → ∞.
Similarly if w is vertical then the ratio (7.1) takes the form

det

⎛
⎝ a b c

C + O(|w − w2|/m) A C

D + O(|w − w2|/m) B D

⎞
⎠

det

(
A C

B D

) = a − c + o(1).

Thus

K−1
NE(b,w) →

{
K−1(b,w) − K−1(b,w1) if w is a horizontal edge,

K−1(b,w) − K−1(b,w2) if w is a vertical edge.
(7.3)

Similar considerations apply when the initial directions of two of the tripod edges from vt are any two adjacent
directions among N,E,S,W .

If we wish to consider all possible sets of directions we need K−1
tr . To compute K−1

tr (b,w) we can use Cramer’s rule
and express it in terms of the values that we computed already. The denominator is detKtr = ZNEW + ZSEW + ZNES +
ZNWS, which we also denote as Ztr. The numerator can be expressed as a sum of four determinants (according to how w0

is matched) in which vertices b and w are removed. We can denote the first such determinant by ZNEW
b,w , which is a signed

sum over dimer configurations with monomers at b and w. Let σ = ±1 depending on whether or not row w and column
b have the same parity position in Ktr. (Here we assume that the white vertices w0,w1,w2,w3,w4 are listed last and that
black vertex vt is listed last.) Then for w �= w0,

K−1
tr (b,w) = σ

ZNEW
b,w + ZSEW

b,w + ZNES
b,w + ZNWS

b,w

Ztr

= σ
ZNE

b,w + ZNW
b,w + ZSW

b,w + ZSE
b,w

2Ztr

= ZNEK−1
NE(b,w) + ZNWK−1

NW(b,w) + ZSWK−1
SW(b,w) + ZSEK−1

SE (b,w)

2Ztr
.

Recall that the denominator in (7.1) gives Pr(ANE) = ZNE/(total number of trees). We obtain the same limiting expression
for each of Pr(ANE), Pr(ANW), Pr(ASW), Pr(ASE), so the coefficients ZNE, ZNW, ZSW, ZSE are equal up to factors of
1 + o(1). Since ZNE + ZNW + ZSW + ZSE = 2Ztr,

K−1
tr (b,w) = K−1

NE(b,w) + K−1
NW(b,w) + K−1

SW(b,w) + K−1
SE (b,w)

4
+ o(1),
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and hence in the limit

K−1
tr (b,w) → K−1(b,w) −

{
1
2 (K−1(b,w1) + K−1(b,w3)) if w is horizontal,
1
2 (K−1(b,w2) + K−1(b,w4)) if w is vertical.

(7.4)

We can solve for the remaining case w = w0 using the fact that KtrK
−1
tr is the identity. Let b1 be the black vertex east

of w1 (before w1 was contracted) and let wS , wE , and wN be the white neighbors to the south, east, and north of b1 (see
Figure 15). Then

K−1
tr (b,w0) = K−1

tr (b,wE) + iK−1
tr (b,wN) − iK−1

tr (b,wS) + δb,b1

→ K−1(b,wE) + iK−1(b,wN) − iK−1(b,wS) − 1

2

(
K−1(b,w1) + K−1(b,w3)

) + δb,b1

= K−1(b,w1) − 1

2

(
K−1(b,w1) + K−1(b,w3)

)
= 1

2

(
K−1(b,w1) − K−1(b,w3)

) = 1

2
i
(
K−1(b,w4) − K−1(b,w2)

)
. (7.5)

For large boxes (n → ∞) the values of K−1(b,w) and K−1(b,wi) converge to the differences of Green’s functions
on Z2 [13] (see equation (5.1) and Figure 3).

7.4. Examples

For a spanning tree with a tripod vertex at vt = (0,0), the probability that it has (directed) edge e = (−1,0)(0,0) given that
it is partially directed NE is KNE(w,b)K−1

NE(b,w), where b = (−2,0),w = (−1,0). Here KNE(w,b) = 1, and K−1
NE(b,w)

is given by the horizontal case of (7.3) (recall that w1 = (1,0)). The inverse Kasteleyn matrix values converge to

K−1(b,w) → −GZ2

(
(1,0)

) + GZ2

(
(0,0)

) = 1

4
,

K−1(b,w1) → −GZ2

(
(2,0)

) + GZ2

(
(1,0)

) =
(

1 − 2

π

)
−

(
1

4

)
,

so the conditional probability that the tree has edge e is 2
π

− 1
2 . The probability that the tripod vertex (0,0) has (directed)

edge e = (−1,0)(0,0), not conditioning on the NE direction, is then 1
π

− 1
4 .

The probability that a tripod vertex at (0,0) has degree 4 is 4 times the probability of directed edge e, given a tripod at
(0,0), which is 4

π
− 1. Thus the expected degree of the tripod vertex is thus 2 + 4

π
.

See Figure 16 for other directed edge values. Directed dual edge probabilities can be similarly computed.

8. Triangular lattice

Here we do similar calculations for the triangular lattice. (Additional ideas are required to get the full spanning tree trunk
measure; however we do prove the geometric runs property.) While the values of the Green’s function on the triangular
lattice are in Q ⊕ Q

√
3/π , the values of the antisymmetric Green’s function for the triangular lattice on the branched

double-cover of the plane turn out to be in Q⊕Q
√

3 (see Figure 17).

8.1. Green’s function

For the triangular lattice we let (x, y) denote the vertex at position x + ye2πi/3. The Green’s function G((x, y)) on the
triangular grid has the formula

−G
(
(x, y)

) = 1

4π2

∮ ∮
1 − zxwy

6 − z − 1/z − w − 1/w − zw − 1/zw

dw

iw

dz

iz
.

We evaluate this along the x axis as follows. First perform the contour integral over w to obtain

G
(
(x,0)

) = 1

2πi

∮
1 − zx

(1 − z)
√

1 − 14z + z2
dz.
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Fig. 16. Directed edge probabilities for the UST on Z2 conditioned on having a tripod point at the origin, where each edge is directed towards ∞, and
the three branches of the tripod are directed away from the tripod point. These probabilities are computed using K−1

tr . In this figure, the origin is at the
lower left.

Fig. 17. Triangular lattice Green’s function G((0,0), ·) branched around an edge incident to the origin.

Here the choice of branch of the square root is determined so that G((x,0)) ≤ 0.
Taking differences we have

G
(
(x,0)

) − G
(
(x + 1,0)

) = 1

2πi

∮
zx

√
1 − 14z + z2

dz
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and substituting z = eiθ

= 1

2πi

∫ 2π

0

ei(x+1/2)θ

√
14 − 2 cos θ

dθ

and using the θ -(2π − θ) symmetry the imaginary part cancels

= 1

2π

∫ 2π

0

sin[(x + 1/2)θ ]√
14 − 2 cos θ

dθ.

We collect these terms into a generating function

δ+(u) =
∞∑

x=0

u2x+1[G(
(x,0)

) − G
(
(x + 1,0)

)]

and since

∑
x≥0

u2x+1 sin

((
x + 1

2

)
θ

)
= u

(1 + u2) sin(θ/2)

1 + u4 − 2u2 cos θ
,

we arrive at

δ+(u) =
∑
x≥0

(
G

(
(x,0)

) − G(x + 1,0)
)
ux+1/2 = − 1

2π

∫ 2π

0

u(1 + u2) sin(θ/2)

(1 + u4 − 2u2 cos θ)
√

14 − 2 cos θ
dθ,

which has an explicit integral

δ+(u) = u

cot−1(
√

3(1+u2)√
1−14u2+u4

)

π
√

1 − 14u2 + u4
.

The first few values are

δ+(u) = 1

6
u +

(
7

6
− 2

√
3

π

)
u3 +

(
73

6
− 22

√
3

π

)
u5 + · · · .

Note that δ+(z) converges for |z| ≤ 1 except at z = ±1, and that since cot−1 is odd, we make same choice of sign both
square roots. The choice of cot−1 is the one which gives π/6 when u = 0, so when u → ±i, the cot−1 converges to π/2,
and δ+(u) converges to ±i/8. When u = eiθ we have

√
3(1 + u2)√

u4 − 14u2 + 1
= −i

2
√

3 cos(θ)√
14 − 2 cos(2θ)

,

which is pure imaginary with modulus less than 1. Using cot−1(−ix) = i
2 log( x+1

x−1 ), we have

δ+(u) = i log( x+1
x−1 )

2π
√

u2 − 14 + 1/u2

= ±πi + log( 1+x
1−x

)

2π
√

14 − 2 cos(2θ)
,

where the sign is given by the sign of �u.
For u ∈ S1, adding the negative powers of u corresponds to taking 2i× the imaginary part. Thus

δ
(
eiθ

) = δ−
(
eiθ

) + δ+
(
eiθ

) = i√
14 − 2 cos θ

× sign sin θ.
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8.2. Triangular slit plane

Let D = {(k,0) : k < 0} be the vertices on the negative real axis. As in the case of the square grid we compute the Green’s
function GD for the triangular grid with Dirichlet boundary on D. As in that case, we need to find C(u) analytic outside
the disk so that C(u)δ(u) × u is analytic in the unit disk. Notice that 14 − u2 − 1/u2 has roots at ±2 ± √

3, so we let
α = 2 − √

3, and factor

14 − u2 − 1/u2 = (
1 − α2u2)(1 − α2/u2)/α2,

which allows us to guess the generating functions

C∗(u) =
√(

1 − 1/u2
)(

1 − α2/u2
)

and D∗(u) = −α

u

√
1 − u2

1 − α2u2
.

Since |α| < 1, uD∗(u) is analytic inside the unit disk and C∗(u) is analytic outside the unit disk. The power series
coefficients for

√
1 − u2 are all negative except for the constant term, and they sum to 0, so the coefficients are absolutely

summable. The coefficients for 1/
√

1 − α2u2 are also absolutely summable, since the function is analytic in a larger disk.
Thus the series for D∗(u) converges absolutely when |u| = 1. Similarly, the series for C∗(u) converges absolutely when
|u| = 1.

Taking the ratio

D∗(u)

C∗(u)
= ± i

(1 − α2/u2)(1 − α2u2)/α2
= ± i√

14 − u2 − 1/u2

gives ±δ(u) when |u| = 1. By moving u from ∞ to ±i on the imaginary axis we see argC∗(±i) = 0, and similarly
argD∗(±i) = ±π/2, so in fact

C∗(u)δ(u) = D∗(u).

As in the square lattice case, we deduce that C(u) = C∗(u) and D(u) = D∗(u). Thus the voltage generating function
V (u) = −u/(1 − u2)D∗(u) is given by

V (u) = α
1√

(1 − u2)(1 − α2u2)
= (2 − √

3) + (14 − 8
√

3)u2 +
(

143 − 165
√

3

2

)
u4 + · · · .

8.3. Branching around a face versus an edge

We obtained the values of the Green’s function along the real axis. We can use harmonicity to obtain the remaining values
if there is another line along which we know already know the values. One way to obtain the values along another line is
to deform the zipper so that to obtain the Green’s function G̃ for the double-cover branched around a face instead of an
edge, and then use the symmetry of G̃.

Suppose we split the edge from (−1,0)(0,0) into two edges with half the conductance, with a zipper originating in
the face between these two edges, and proceeding left along the negative real axis but below the vertices on the axis. Let
G be the resulting Green’s function. If we deform the zipper to run above the axis, then the values at the on-axis vertices
get negated, and then symmetry implies that the voltages along the negative real axis are 0. Thus G coincides with the
function that we were working on computing in the previous section.

Here for notational convenience we identify a vertex v with its position x + ye2πi/3 (with x, y ∈ Z) in the complex
plane using the natural embedding.

We move the endpoint of the zipper to the triangle below the edge(s) (−1,0)(0,0).

G̃(u, v) = G(u,v) + aG(p,v) + bG(q, v),

where p = (0,0) and q = (−1,0). To find a and b, we use the formulas from earlier with u = p, but since we are
moving the zipper across a split edge with only half the conductance, the 2’s in the formula are dropped. We have already
Gp,p = 2 − √

3 and Gp,q = 0. By deforming the (original edge-branched) zipper to run below the positive real axis, we
see that

Gq,v = Gp,−v̄−1 ×
{

1 �v ≥ 0,

−1 �v < 0.
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Fig. 18. Green’s function G̃(0, v) on the triangular lattice with a zipper originating in a triangle incident to the origin.

In particular Gq,q = Gp,p (and of course Gq,p = Gp,q ). Solving

a + bGq,q = 0, b + (1 + a)Gp,p = 0

we find a = −1/2 + 1/
√

3 and b = −1/(2
√

3), so

G̃(0, v) =
(

1

2
+ 1√

3

)
GD(0, v) − 1

2
√

3
GD(0,−v̄ − 1) ×

{
1 �v ≥ 0,

−1 �v < 0.

For purposes of symmetry, we can deform the zipper 30◦ counterclockwise, so that 0 and the center of the triangle
containing the zipper’s start are on the line of the zipper.

Then by construction and by symmetry,

∑
x≥0

G̃(x,0)ux =
∑
y≥0

G̃(0, y)uy = 1√
12(1 − u)(1 − αu)

,

∑
x<0

G̃(x,0)ux =
∑
y<0

G̃(0, y)uy = 1/
√

3 − 1/2

u
√

(1 − 1/u)(1 − α/u)
.

(8.1)

Observe also that for k ≥ 1, G̃(−k, k) = G̃(−k, k − 1).
Equation (8.1) gives two lines along which we know G̃(0, v). Given G̃ on these two lines, the Laplacian relation

determines G̃(0, v) everywhere else (see Figure 18). We can then deform the zipper again to obtain the Green’s function
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Fig. 19. Triangular lattice with the zipper originating in the middle of a split edge from 0 to −1 (left), and with the zipper modified so that it originates
from the triangle below that edge.

G(0, v) with the zipper originating in the middle of an edge (Figure 19), or move the zipper to evaluate either G(u,v) or
G̃(u, v) at arbitrary pairs of vertices.
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