LEAST SQUARES AND BEST UNBIASED ESTIMATES!
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1. Introduction. The Gauss-Markov Theorem states that least squares
estimates are best linear unbiased estimates. A probability model for the asser-
tion specifies that each observable variable can be written

b
(1) ya=£21.3ma+va, a=1--n,
where 8, , - - - , B, are parameters to be estimated, the set ;. are known numbers,
forming a matrix of rank p(= n) and v;, -, v, are (unobservable) random

variables with means 0, variances o® and are uncorrelated. Best means minimum
variance among unbiased estimates. In this paper we raise the question of the
extent to which the qualification linear can be omitted from the statement of
the theorem.

We shall assume that the errors in (1), v, --- , vy, are independently dis-
tributed with means 0 and common variances ¢” and in the first part of the note
that they are identically distributed. Then unbiased means unbiased identically
in the values of 8, : -+ , 8, and the common error distribution; minimum vari-
ance means uniformly with respect to these parameters and the distribution.
We consider estimates of every nontrivial linear combination »_ 7 6,8;. The
least squares estimate of the linear combination is D 7 6;b;, where

C(Bay oy bp) = = D07 Yaa (D7 Tae)

and Z, = (Z1a, -, Tpa). For convenience we assume throughout the paper
that the rank of the matrix (z;.) is p.

2. Case of identically distributed errors. A particular linear combination of
the parameters is ) 7 B:f; = u, say, where & = 2. Zia/n; this is the ex-
pected value of the sample mean 7 = ) 1 y./n. In general a least squares
estimate is a linear combination of the observations, say D I c.ya, and each
coefficient is a linear combination of the corresponding “independent” variates,
88y Ca = D% ¢Zia. The sample mean ¥ is the least squares estimate of u
if there exist p numbers, ¢1, -+ , ¢p, such that 1/n = D P ¢ia. Then the
regression function &y. can be written u + D 7' navia, where (1, Wi, - - - ,
Wp-1,) is a linear transform of (Zia, -, Zpa) and (u, m, +--, 7pa) is the
inverse linear transform of (8, - -, B,).

PEROPOSITION 1. If § i3 a least squares estimate, it is the best unbiased estimate
of 2.{ B .
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