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1. Introduction. We are concerned with the optimal control of certain types of
dynamic systems. We assume such a system is observed periodically at times
t=20,1, 2 ---. After each observation the system is classified into one of a
possible number of states. Let I denote the space of possible states. We assume I
to be denumerable. After each classification one of a possible number of decisions
is made. Let K; denote the number of possible decisions when the system is in
state ¢, ¢ € I. The decisions interact with the chance environment in the evolution
of the system.

Let {Y} and {As}, ¢ = 0,1, - - -, denote the sequences of states and decisions.
A basic assumption concerning the type of systems under consideration is that

P{Yu1=7|Y0,h0, -+, Y =14 A =k} = qis(k),

for every 7, j, k and ¢; i.e., the transition probabilities from one state to another
are functions only of the last observed state and the subsequently made decision.
It is assumed that the ¢;;(k)’s are known.

A rule or policy R for controlling the system is a set of functions
{Di(Yo, Ao, -+, Y,)} satisfying 0 < Dy(Yo, Ao, -+, ¥s) = 1, for every k,
and D> &5 Dy(Yo, Do, -+, Y, = 4) = 1, for every history Yo, Ao, ---,
Y. (t=0,1,---). As part of a controlling rule, Di(Y,, Ao, ---, Y,) is the in-
struction at time ¢ to make decision k& with probability Dy( Yo, Ao, - -+, ¥;) if the
particular history Yo, Ao, - -+, Y, has occurred. We remark that although we
have assumed a kind of Markovian property regarding the behavior of the
system, the process {Y}, or even the joint process {Y;, A}, is not necessarily a
Markov process; for a rule may or may not depend upon the complete history
of the system.

We further assume that there is a known cost (or expected cost) wy incurred
each time the system is in state ¢ and decision % is made. Thus, we can define a
sequence of random variables {W,}, ¢ = 0,1, 2, --- by W, = wy if ¥, = 1,
Ay =k, t=0,1, ... Foragiven Yy = 7 and rule R we can talk about ExW,
provided it exists. Let

Qrz(id) = (T + 1) 2 ExW,, when Y, =3
thus, Qr z(7) is the expected average cost per unit time up to time period
T. Let Qg(2) = limr,, Qrz(7), if the limit exists; otherwise, let
Qr(7) = lim supr.« @r,z(7).
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