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1. CONFIDENCE REGION ESTIMATION

The author has written an interesting article on the
relationship of confidence distribution and Bayesian
posterior distribution. Confidence distribution has its
origin from Fisher’s fiducial distribution, and in this
discussion we refer to it simply as the “confidence
distribution approach.” It allows frequentists to assign
confidence intervals (or, more generally, confidence re-
gions) to the outcome of estimation procedures.

The idea can be simply described as follows. Con-
sider a statistical model with a family of distributions
pθ(y), where y is the observation and θ is the model
parameter. We assume that the observed y is gener-
ated according to a true parameter θ∗ which is un-
known to the statistician. If we can find a real-valued
quantity U(y; θ) that depends on θ and y such that
for all θ , when y is generated from pθ(y), U(y; θ)

is uniformly distributed in (0,1), then we can esti-
mate the confidence interval of θ given an observation
y as the set Iα,β(y) = {θ :U(y; θ) ∈ (α,β)} for some
0 ≤ α ≤ β ≤ 1. An interpretation of this confidence re-
gion is that no matter what is the true underlying θ∗
that generates y, the region Iα,β(y) contains the true
parameter θ∗ with probability β − α (when y is gener-
ated according to θ∗).

Indeed, the above interpretation is a very natural def-
inition of confidence region in the frequentist setting.
It does not assume that θ∗ is generated according to
any prior, and the interpretation holds universally true
for all possible θ∗ in the model. This interpretation can
be compared to a confidence region from the Bayesian
posterior calculation that assumes that θ∗ is generated
according to a specific prior which has to be known
to the statistician. If the statistician chooses the wrong
prior, then the confidence region calculated from the
Bayesian approach will be incorrect in that it may not

Tong Zhang is Professor, Statistics Department, Rutgers
University, Piscataway, New Jersey 08816, USA (e-mail:
tzhang@stat.rutgers.edu).

contain the true parameter θ∗ with the correct probabil-
ity.

The paper takes this interpretation of confidence re-
gion, and goes on to provide several examples show-
ing that the Bayesian approach does not lead to cor-
rect confidence estimates for all θ∗. The author then
argued that the confidence distribution approach is the
more “correct” method for obtaining confidence inter-
vals and the Bayesian approach is just a quick and dirty
approximation.

One question that needs to be addressed in the confi-
dence distribution approach is how to construct a statis-
tics U(y0; θ) with the desired property. The author con-
sidered the quantity U(y0; θ) = ∫

y≤y0
pθ(y) dy, which

is well-defined if the observation y is a real-valued
number. This corresponds to the proposal in Fisher’s
fiducial distribution. The idea of fiducial distribution
received a number of discussions throughout the years,
and is known to be adequate for unconstrained location
families (for which the fiducial confidence distribution
matches the Bayesian confidence distribution using a
flat prior). However, the general concept is controver-
sial, and largely regarded as a major blunder by Fisher.

In this discussion article we will explain why the
idea of confidence distribution with

U(y0; θ) =
∫
y≤y0

pθ(y) dy

has not received more attention for general statistical
estimation problems, although it does give confidence
region estimates that fit the frequentist intuition.

2. SUBOPTIMALITY

The purpose of confidence distribution is to provide
a confidence region that is consistent with the frequen-
tist definition. However, one flaw of this approach is
that the result it produces may not be optimal. While
this issue was pointed out in the article, it was not ex-
plicitly discussed. In my opinion, this is the main rea-
son why the idea of confidence distribution hasn’t be-
come more popular in statistics. Therefore, this section
provides a more detailed discussion on this issue.
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